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Abstract

We show that SKS splitting in the westernmost United States (polarization of the fastest shear waves and splitting times,
including their back-azimuthal dependence) can be explained by a geodynamic model that includes a continuum-mechanics
description of plate motions and underlying asthenospheric circulation. Models that include a counterflow at depths of ∼300 km
are preferred, which may indicate a far-field effect of the Farallon slab anomaly sinking underneath the central continental United
States. This finding is broadly consistent with earlier suggestions, and we demonstrate that a mechanically coupled system, though
with a strong viscosity contrast with depth, is consistent with the data. We explore the depth dependence of predicted anisotropy by
means of computing seismogram synthetics and comparing synthetic splits with observations. Some patterns in the data, including
null observations, are matched well. Linked models of geodynamic flow and mineral alignment in the mantle provide a means to
test the relationship between strain and the saturation of texturing. Lower fabric saturation strains than for global models are
preferred by the data, which may reflect the relatively active tectonic setting and thin asthenosphere of the study region. In general,
our results show that seismic anisotropy, when interpreted jointly with mineral physics theories, may be used to quantitatively
constrain the spatial character of flow, and the degree of force coupling, at depth.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Parts of the upper mantle are seismically anisotropic
and particularly shear wave splitting from SKS waves
has often been used to infer deformation and flow at
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depth [1,2]. Especially in continental regions such
studies may be used to constrain the degree of
lithosphere-mantle coupling [3,4], an issue that is still
debated. We wish to contribute to this discussion and
test if a geodynamic model of mantle flow and inferred
lattice preferred orientation (LPO) of olivine can explain
the observed anisotropy. We focus on splitting observa-
tions in the westernmost United States (Fig. 1), for
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Fig. 1. SKS splitting measurements, station codes, topography, and simplified plate boundary geometry for our study region. Individual splits with
available event information from [6,9] as used for misfit evaluation are plotted with white bars, denoting fast azimuths while stick length scales with
delay time (see legend). Dark gray wedges show the average fast azimuth uncertainty for each station, oriented with the mean azimuth (constant
length). Light gray circles indicate null measurements with small stick showing the event back-azimuths for these nulls. Black sticks on main map are
data from the ASU compilation [11] and include work from [12], for which we were not able to obtain event information. Black sticks on northern
California zoom show selected data on different scale.
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several reasons: the data coverage there is better than in
geologically more simple regions such as oceanic plates
and can be expected to improve significantly through
the EarthScope program. For a continental region, the
setting is relatively simple as the region is tectonically
young and underlain by slow velocity anomalies,
indicating a thin lithosphere [e.g. [5]]. Lastly, previous
interpretations of the data have invoked a variation of
the polarization orientation of the fastest shear wave
(fast azimuth) with depth from parallel to the San
Andreas Fault in the shallow mantle [6–8] to close to E–
W deeper [6,9,10]. The splitting signal along the San
Andreas has recently also been compared with the
tectonic setting in New Zealand using a model that
includes lateral viscosity contrasts in the lithosphere
across the plate boundary [4].

Of particular interest here is the model by Silver
and Holt [13] (hereafter: SH02), who used surface
strain-rates from geodesy and SKS splitting to infer an
EW oriented return flow underneath North America
(in a hotspot reference frame), whereas the surface
motion of the plate is NESW (in both hotspot and no-
net-rotation reference frames). In the kinematic
description chosen by SH02, a complete decoupling
of the lithosphere from the underlying asthenospheric
flow is suggested. Here, we substantiate our earlier
findings that an alternative model with a continuum
mechanics treatment of plate motion and underlying
mantle flow fits the data just as well for typical radial
viscosity profiles, though with a low viscosity,
asthenospheric channel [14]. We use a global
circulation model similar to Becker et al. [15], with
recent improvements due to inclusion of the Kaminski
and Ribe [16] method of predicting LPO development
and treatment of lateral variations in viscosity [17,18],
though we do not fully explore the latter at this point.
To generate synthetic splitting that is as close as
possible to the published seismological results, we
improve on Hall et al.'s [19] and Fouch et al.'s [48]
studies and compute full waveforms. We show that
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not only fast azimuths but also the amplitudes of delay
times can be explained by mantle-based LPO
anisotropy, allowing inferences on the accumulated
finite strain. A large degree of waveform complexity
is predicted, which casts doubt on simple interpreta-
tions of anisotropy as being due to one or two layers
with hexagonal symmetry in the horizontal plane.
Models that include density anomalies due to
geodynamic subduction models [20,21] lead to
reduced misfits compared to those based on plate-
motion driven flow only, or based on density inferred
from global shear wave tomography. We find that the
inferred density structure of the mantle appears to
have the strongest effect on anisotropy predictions and
flow, compared to other uncertainties such as lateral
viscosity variations. It may thus be possible to use
anisotropy for tests of models of the tectonophysical
history of the region [cf. [22]].

2. Data

Fig. 1 shows available shear wave splitting data for
the study region, and the subset selected for our study
from [6,9]. Moving east from the Pacific to the North
American plate, fast propagation directions trend
roughly NW–SE and turn in the plate boundary region
to a more W–E orientation. Data from different studies
agree overall on regional scales, but there are large
variations in splitting at individual stations depending
on event back-azimuth. Such variations require a
departure from the simplest model of a single layer of
hexagonal anisotropy with a horizontal fast axis. The
existence of plunging symmetry axes [23], orthorhom-
bic symmetry [10], depth-dependent anisotropy
[6,9,12], or a combination of the above can therefore
be expected in our study region. Published splitting
results alone do not, however, provide sufficient
constraints to separate the effects above, even if
waveforms are taken into account [9,12,10].

Our selected dataset consists of 277 individual,
apparent single layer [64] splitting observations from 34
distinct stations, out of which 215 are non-nulls. The
average formal uncertainties are ≈11° and 0.4 s for fast
azimuth and delay time estimates, respectively. While
there is more splitting data available in principle [12,24],
we were not able to reconstruct crucial event-station
information needed to compute the back-azimuth for
any other study. This highlights the need for a
standardized, comprehensive archiving of anisotropy
results, and –better– a consistent reanalysis of the
anisotropy data, also exploring alternative measures of
body wave anisotropy [25].
3. Modeling anisotropy

We are mainly considering sub-lithospheric anisot-
ropy, but recognize the potentially complicating nature
of the crust and lithospheric mantle in the sense of
carrying frozen-in anisotropy from past tectonics. There
may also be brittle damage anisotropy with a more
complicated relationship to large-scale viscous defor-
mation than mantle LPO. As we will show, the match of
mantle-based LPO predictions to observations is good,
implying either coherence of mantle and lithospheric
deformation, or a negligible effect of near-surface
contamination. We study upper mantle anisotropy
which is likely due to LPO alignment of intrinsically
anisotropic minerals deforming under dislocation creep
[e.g. [26,27]]. Such power-law deformation is typically
associated with depth regions shallower than ∼400 km
[28], where most anisotropy seems to be residing [29].
The relevance of deeper anisotropy [e.g. [30,31]] on
general shear wave splitting is not clear at present. Some
of the rheological parameters for the upper mantle are
also still poorly constrained [32], which makes absolute
diffusion and dislocation creep viscosities model
parameters, rather than tight constraints [33]. We will
therefore assume that LPO forms within the upper
∼400 km of the mantle, and consider waves accumu-
lating signatures of anisotropy from 375 km depth up to
the surface. We experiment with excluding top or
bottom layers to evaluate the role of having a much
simplified lithospheric deformation model, and possible
overestimation of the depths of anisotropy formation,
respectively.

4. Mantle flow

Global mantle flow in a spherical shell is estimated
based on prescribing plate motions on the surface while
the core–mantle boundary is mechanically free-slip
[15]. The buoyancy driven component of flow, and
lateral viscosity variations for some models, are inferred
from seismic velocity anomalies as imaged and inferred
from a range of tomography and subduction models,
analyzed in detail in [34]. We have verified that the
buoyancy forces in such models would lead to realistic
plate velocities [35]. The simplest, best-fit model
parameters based on our previous work [15] are used,
for example a constant density:shear wave velocity
anomaly scaling of dlnρ /dlnvS=0.15. The buoyancy
forces due to the imposed density structure of the mantle
have a strong effect on the flow, and depth-dependent
and compositional effects may be important. Here, we
will test the performance of models based on purely
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plate-related flow, those including density inferred from
tomography, and those where we use only slabs from
reconstructions by Lithgow-Bertelloni and Richards
[20] (lrr98d) and Steinberger [21] [stb00d, all models in
italics use nomenclature as in [34]]. All geodynamic
model set-ups are listed in Table 1. By comparing a wide
range of models, insight into the general sensitivity of
anisotropy to density anomalies can be gained; we leave
detailed studies of different, regional tomography
models and scalings to temperature for later.

We denote any radial reference viscosity structure we
use by η0. This viscosity is typically a generic profile
suggested by Hager and Clayton [36] which we call ηD,
with ηD=50 (depths z<100 km), ηD=0.1 (100 km≤
z<410 km), ηD=1 (410 km≤ z<660 km), and ηD=50
Table 1
Overview of all geodynamic flow models that were considered

Label Density
structure

Viscosity Surface plate
motions

Plate-related flow only
– ηD (four layer

reference viscosity)
NUVEL [40]

– ηC (three layer
viscosity)

”

– ηF best-fit viscosity
from [37]

”

Slab anomaly models
lrr98d [20] ηD NUVEL

ηF ”
stb00d [21] ηC ”

ηD ”
ηF ”

B1 stb00d ηD KHH03 [41]

Tomography models
B2 vox5p [dlnvP; [42]] ηD NUVEL

pmean [dlnvP; [34]] ηD ”
ngrand [dlnvS; [43]] ηD ”
smean [dlnvS; [34]] plus ηD ”
NA00 [dlnvS; [5]] ”

smean ηC ”
ηD ”
ηF ”
ηD KHH03
ηF ”
ηD plus η(T)

dependence
NUVEL

ηD plus η(ε˙,T)
dependence

”

Density/tomography model abbreviations as in [34] with references
given in parentheses. For details about other modeling parameters, see
[35,15].
For each velocity model, LPO texture was computed for saturation
strains of ξc=0.5, 1, and 2. Preferred best-fit model B1 is used for Figs.
3 and 4a–c, and B1 and B2 for ξc=0.5 are marked on Figs. 5b and 6.
for z≥660 km, in units of 1021 Pas. Profiles similar to
ηD can be used to fit the geoid and other global
constraints; ηD also leads to good global azimuthal
anisotropy misfits for surface wave models [15]. We will
also consider a more complex profile, ηF, as suggested
by Steinberger [37], which has a more tapered transition
to higher viscosity in the lower mantle, and a more
simple profile, ηC, that lacks the low viscosity channel
of ηD and has ηC=1 for 100 km≤ z<660 km.

The equations for instantaneous, incompressible,
infinite Prandtl number flow are solved using the
semi-analytical method of Hager and O'Connell [38]
for the reference models with only radially varying
viscosity. We also employ the 3-D, spherical finite
element code CitcomS, slightly modified from [39] as
provided by geoframework.org. The procedure is
described in more detail in [18], and we will only
briefly discuss models with lateral viscosity variations
which were inferred using a simplified rheological law:

gðz; T ; e�Þ ¼ BðzÞe� 1n−1II g0ðzÞexp
E
n
ðTc−TÞ

� �
ð1Þ

where η0 is the radial viscosity profile, Tc is the non-
dimensional reference temperature (0.5), ε ˙II is the
second (shear) strain-rate tensor invariant, E scales the
strength of the temperature effect (chosen as 0 or 30), n
is the power-law exponent (1 or 3), and B is a constant
adjusted for each layer such that the laterally averaged
viscosity is roughly equal for radially varying (η; {E=0,
n=1}), temperature dependent (η(T); {E=30, n=1}),
and temperature and strain-rate dependent (η(T, ε ˙);
{E=30; n=3}) cases. Tomographic anomalies are used
to infer non-dimensional temperature anomalies as dT /
dlnvS=−4.2, with E=30, this leads to lateral viscosity
variations of up to approximately two orders of
magnitude [18]. We furthermore explicitly limit η to
vary only from 1017 to 1024 Pas, and implicitly constrain
η(ε˙) variations because our imposed strain-rates due to
plate motion variations across boundaries are quite
small given the moderate numerical resolution we are
able to employ.

Most models discussed here, however, are New-
tonian {E=0, n=1}. This is inconsistent with the
dislocation creep regime assumption for LPO formation.
We find that, regionally, power-law flow is fairly similar
to Newtonian flow for our low resolution models [17].
For simplicity, we also use only no-net-rotation (NNR)
plate motions, as our initial tests with net plate shear
yielded increased misfits between predicted and ob-
served fast azimuth for global surface wave anisotropy
[15]. Moreover, we only consider steady-state flow;
given the similar orientation of North America's plate



Table 2
Anisotropy abbreviations used

Abbreviation Meaning

FSE Finite strain ellipsoid. The principal axis ratios of
the FSE measure the degree of total strain as
expressed by ξ and ζ.

LPO Lattice preferred orientation of intrinsically
anisotropic olivine crystals leading to deformation-
induced seismic anisotropy.

ISA Infinite strain axis: the largest FSE axes if a
velocity gradient would apply for infinite times
in steady-state flow, exists only for small
vorticity [52].

KR Kaminski and Ribe [16] kinematic method of
predicting LPO from velocity gradients along
streamlines.

SC Single crystal (elasticity tensor, as a function of
pressure and temperature), as opposed to the Voigt
averaged assemble of LP oriented olivine grains.

TI Fast symmetry axis of a best-fit hexagonal tensor
derived from an assemblage tensor as predicted
from LPO fabrics and single crystal elastic
moduli measurements.
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motion in the study region in hotspot and NNR
reference frames, the latter simplification is likely of
greater concern [also see discussion in [18]]. Models are
thus most applicable to oceanic or young continental
regions, where past tectonic episodes may be less
important for seismic anisotropy. In the study area, we
expect thin lithospheric regions toward the plate
boundary to be better modeled than areas further East,
as long as fabrics represent mainly recent deformation.

5. LPO fabrics

There is field and laboratory evidence on how the
crystallographic axes of olivine, an inherently aniso-
tropic mineral, align with shear [e.g. [44,45]], and
mineral physics theories allow quantitative estimates of
LPO development [46,16]. Anisotropy has been mod-
eled on regional and global scales [e.g. [47,19,48,
13,49,15,50]], and such linked geodynamic and seismic
models successfully reproduce part of the observed
structure. Recent work has focused on evaluating some
of the previous simplifying assumptions such as only
radially varying and Newtonian viscosity, or using finite
strain ellipsoid (FSE) orientations instead of LPO from
fabric computations [17,51]. Becker et al. [18] show that
there is an encouraging match between synthetic LPO
calculated for mantle flow models and that documented
for natural samples. This indicates that kinematic
methods for estimating LPO [16] may indeed be applied
to nature, which is an assumption under which we shall
proceed.

We use the kinematic LPO texturing theory of
Kaminski and Ribe [16], hereafter KR, in the D-REX
implementation [53] (Table 2 lists anisotropy abbrevia-
tions used). This method is computationally faster than
the VPSC approach [46] and the match to laboratory
data for simple deformation regimes is good [54]. Given
the low spatial resolution of our flow models, we expect
differences between VPSC and KR approaches to be
small [55,56], but this has not yet been evaluated
explicitly for our flow models. Details of the imple-
mentation are described in [18], and we only list the key
ingredients here. We assume dominance of low water/
stress, “classic”, A-type [in the nomenclature of [45]]
slip systems throughout the upper 410 km of the mantle
since fabrics such as B-type may be restricted to limited
geographic regions [57]. All parameters for the KR
method are chosen as in [53], meaning that we are
attempting to account for dynamic recrystallization,
grain boundary migration, and are generally using a
70% olivine (ol)/30% enstatite (en) mineral assemblage
of ∼2000 virtual grains per sample.
Following [15,18], we advect tracers in flow and let
LPO develop along the path until the logarithmic
saturation strain, ξc, defined as the maximum of

n ¼ logðe1=e2Þ and f ¼ logðe2=e3Þ; ð2Þ
has reached a critical value of ξc=0.5–2. Here, e1, e2, e3
are the largest, intermediate, and smallest eigenvalue of
the FSE, respectively. Tracers arrive with random LPO
from below 410 km depth, as the phase transition there
is likely to erase fabrics. We also employ a maximum
advection time of 60 Ma, to not over-stretch the
assumption of stationary flow.

The concept of using a saturation strain stems from
Ribe's [58] earlier theory of LPO development, where
he showed that a finite strain of ξc∼0.5 is sufficient to
overprint any preexisting fabric. If more recent
laboratory results are taken into account, the saturation
behavior is more complicated [52]. We have conducted
experiments on what ξ values are needed to reorient
existing LPO fabrics [18] and found that ξc∼1–2
generally suffices to overprint LPO patterns after a
change in deformation regimes.

Kaminski and Ribe [52] suggested using the Infinite
Strain Axis (ISA) as a proxy for LPO fabrics, as the ISA
tends to align with the orientation of the LPO-predicted
fast P-wave propagation direction. For steady-state
flow, the ISA is defined at each point by the orientation
of the largest FSE axis that would develop if the velocity
gradient at this location were to apply for infinite times.
The ISA only exists if the vorticity is small [|Γ |≤1 in
the notation of [52]], else both LPO and ISA keep
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spinning indefinitely. If the ISA exists, the rate at
which LPO fabrics conform to that axis is measured
by the Grain Orientation Lag [Π, eq. (7) of [52]]. If
Π≫1, the LPO will be strongly dependent on the
deformation history; if Π≪1, LPO will form quickly
and align with the ISA.

We have explored using the ISA axes of [52] instead
of LPO predictions. Within our study region, mantle
flow typically exhibits quite large rotational compo-
nents, locally with Γ>1 at depths between ∼150 and
250 km.We could thus not compute the ISA in∼50% of
the study region. Moreover, the ISA itself does not
contain any information about the symmetry class or the
amplitudes of seismic anisotropy. These complications
limit the usefulness of the ISA for our modeling work.
Where the ISAwas defined, it typically aligned with the
best-fit hexagonal (TI) axis as predicted from the LPO
we compute following the ξc streamlines. This confirms
the validity of our approach. The alignment between
ISA and TI was better for models with larger saturation
strains of ξc∼1–2, compared to ξc∼0.5 cases, though
not by much. In regions of mismatch between ISA and
TI, Π values are typically large, indicating that
deformation-history dependent development of LPOs
needs to be considered instead of the ISA. While
computationally far less demanding, the ISAs can thus
not be used to predict anisotropy at all locations in our
flow model where we wish to evaluate it for wave
propagation. We therefore chose to use the strain
saturation approach where the full fabric LPO is
computed along a streamline using a finite strain cut-
off criterion according to ξc for advection. Using ξc
involves uncertainties about the degree of saturation of
LPO, particularly at small strains. However, those
uncertainties can ultimately only be resolved with
time-dependent flow computations, which are outside
the scope of this paper.

At every desired location where anisotropy is to be
predicted, we compute a Voigt-averaged elasticity
tensor, C, for the grain assemblage using single crystal
(SC) elasticity tensors. The SC tensors for olivine and
enstatite (orthopyroxene) as well as their dependence on
temperature, T, and pressure, p, (only linear derivatives)
were taken from [59]. A 1-D temperature and pressure
profile is assumed for C so that p, T change only as a
function of depth, and so modify the SC tensors before
averaging at each tracer location. The thermal depth
profile is (simplified) from [60], and p (without crustal
layer) from PREM [61]. We use the full tensor for
computing waveforms, and compute best-fitting, hex-
agonal axes for visualization purposes following [62].
When quoting anisotropy strength for hexagonal
anisotropy, we are referring to tensor norms, which are
approximately twice the seismic velocity anomalies.
The uncertainties associated with the choices for SC
tensors and averaging are discussed in detail in [18];
their effect on hexagonal axis orientation is minor, but
may be of order 20% for anisotropy amplitudes.

6. SKS splitting

It is well known that fast azimuths of shear wave
splitting measurements depend on back-azimuth for
single layers whose anisotropy is not purely hexagonal
with axis oriented in the horizontal, and splitting
measurements suffer from non-linear superposition
effects if anisotropy varies spatially [63,64,65]. How-
ever, such important geometries are rarely taken into
account for geodynamic interpretation. Hall et al. [19]
and Fouch et al. [48] perhaps achieved the greatest
seismological realism so far by using superposition of
individual 10 km layer splits. This approach may be
invalid because of frequency dependent effects [63], but
was deemed sufficiently accurate for the specific setting
[19]. Here, we employ full waveform modeling that
incorporates finite frequency effects, though we do not
compute 3-D synthetics, as justified below.

For a single homogeneous layer, one may compute
fast orientations and delay times of shear wave splitting
by solving the Christoffel equation for arbitrary
anisotropy C, at a given phase velocity and ray
incidence, e.g. 5° for typical SKS arrivals [e.g. [65]].
When analyzing our flow models, we compute single
anisotropy layers for testing purposes by averaging the
upper 375 km, where tensors are spaced at 25 km depth
intervals. These simplified estimates are compared with
a layer matrix computation that accounts for the full
depth dependence and waveform complexities. We
follow the formulation by Kennett [66] with anisotropic
extensions [67,68]. The harmonic response of a
horizontal layer stack to an incident plane wave is
summed over a range of frequencies (0–5 Hz) to obtain
a pulse seismogram (i.e. a series of δ-functions) via
inverse Fourier transform.

Then we apply bandpass filters from 0.05 to 0.3 Hz to
construct synthetic seismograms in the SKS band (∼7 s
period). This method is equivalent to a reflectivity
formulation, except that we do not integrate over
slowness, since SKS is well approximated as plane
waves with a single slowness, and slowness is preserved
in anisotropic horizontally layered media. The horizon-
tal layers can have general anisotropy, including
plunging symmetry axes, and we vary the back-azimuth
of the incoming plane S waves.
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We use a cross-correlation method [69,70] to
determine splitting from modeled waveforms. In the
noise-free, single-splitting case, this method is equiva-
lent to the popular method of Silver and Chan [71];
however, in the presence of complex anisotropy with
multiple splits per waveform, results may vary signif-
icantly between the two methods [69] and the cross-
correlation method may be more robust overall [72]. We
mostly use the implementation by Menke and Levin
[70] to compute splitting measurements but also tested
other, related approaches [69] and found that results
were, expectedly, very similar. For the individual station
results, we also estimate a “splitting complexity” factor
as a function of back-azimuth based on the performance
of the standard, single layer splitting measurement
techniques. This factor indicates how well a single
anisotropic layer can explain the seismograms as
computed from our geodynamic model. A single-layer
split produces identically shaped fast and slow pulses.
Splitting complexity, κ, is computed from the maximum
correlation, or unity minus the minimum norm of the
rotated seismogram traces from the best-fit cross-
convolution [Rmin parameter of [70]] and falls between
zero (perfect data reduction) and unity (failure of single
layer cross-convolution method). Ideally, identical
splitting measurement techniques should be applied to
observed and modeled waveforms. Since we are using
several observational studies with variations in the
splitting measurement method used, we try to match the
synthetics splitting method to that used in each
observational study as closely as possible. While likely
of second order compared to uncertainties in geody-
namic modeling parameters, possible biases should be
kept in mind.

To evaluate model performance quantitatively, we
compare real and synthetic splitting measurements and
compute the angular deviation of fast azimuths,
Δα(0≤Δα≤90°, with 〈Δα〉=45° the random mean),
and the delay time misfit Δδ=δmodel−δdata (Δδ>0
indicating over-prediction of anisotropy). The misfit is
evaluated for each station by two methods. First, we
use all misfits for each individual, back-azimuth
dependent splitting measurement. Second, we also
compute the misfit between mean estimates where
both measurements and synthetics α and δ are first
averaged over all back-azimuths. For every flow
model, we then compute weighted means of Δα and
Δδ, 〈Δα〉 and 〈Δδ〉, where each misfit is weighted by
the inverse of the product of formal splitting
measurement uncertainties of the data (σα and σδ

respectively), and the splitting complexity, κ, as
computed from the cross-convolution measurements.
If subscript i denotes the i-th splitting measurement
out of N, then

hDai ¼ 1
W a

XN
i¼1

1
jirai

ai and hDdi ¼ 1
W d

XN
i¼1

1

jirdi
Ddi:

ð3Þ
Here, Wα and Wδ are normalization factors so that

the weights (e.g. 1/(кiσi
δ)) sum up to unity. In this way,

we put more emphasis on those synthetics where a
researcher would have most likely identified a good,
single layer splitting signal. We do not consider any
measurements with δdata< 0.2 s (including nulls) for
the mean misfits. Our choice of using 〈Δδ〉 may yield
misleadingly low misfits for models that strongly over-
predict δ for some, but underpredict other stations,
though this is typically not the case. Ranking model
performance using the L2 norm, |Δδ|, leads to very
similar results than using average Δδ values as in Eq.
(3). The same holds true if we discard the formal
splitting uncertainties and use no weighting for 〈Δα〉
(〈Δα〉=1 /NΣαi); most models rank similarly regard-
less of the formal misfit criterion. Below, we discuss
other possible ways of judging misfits besides
computing average values such as 〈Δα〉 and 〈Δδ〉.

Should variations in anisotropy be shorter wave-
length than the Fresnel zone, the layered approach fails
and finite frequency effects need to be considered, either
by full waveform modeling [e.g. [73]] or by using
sensitivity kernels [74]. Using Chevrot's [75] method,
we have tested if kernel based estimates of splitting
intensity [25] were different for full 3-D media rather
than constant anisotropy layers. Differences for typical
sites were found to be small; we conclude that the layer
matrix seismograms are appropriate for our models,
though higher resolution models may require further
evaluation.

Since we assume that LPO fabrics do not affect
mantle rheology to make the problem more tractable, the
complete particle tracking, KR, and seismogram
computation step can be done by post-processing. The
software package to do this can be obtained from http://
geodynamics.usc.edu/~becker/.
7. Results

Fig. 2 compares modeled velocities at different layers
with predicted fast seismic azimuth, as visualized by
hexagonal axes, at depth. (We only show TI axes for
reference, the full tensor is used for the seismological
modeling below.) For this particular region and flow

http://geodynamics.usc.edu/~becker/
http://geodynamics.usc.edu/~becker/


Fig. 2. Flow velocities in a no-net-rotation reference frame (open vectors; maximum varies from ∼ 5, top, to ∼1 cm/yr, bottom layer) and best-fit
hexagonal anisotropy (TI) axes from KR fabrics based on flow computations (black sticks: horizontal projection, background shading: radial
component). Scales for the horizontal and radial TI components, Hh and Hr, respectively are given in the middle of the plot in anisotropy tensor norm
fractions. The preferred geodynamic model is shown at four different depth levels and based on stb00d slabs, ηD, advection strains of ξc=1, and
surface velocities from [41].
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model at ξc=1, the depth averaged mean anisotropy is
7.6% for tensor norms. Out of this, the hexagonal
symmetry component makes up ∼79% [cf. [62,18]], the
largest remainder, ∼17% of the total, is orthorhombic.
The strength of the orthorhombic component is
sufficient to cause significant back-azimuthal variation
in a single layer with a horizontal symmetry axis when
incidence angles are 10–15° (SKKS). However, for the
steep SKS incidence angle of 5° modeled here, back-
azimuthal variations will be small even for stronger
orthorhombic symmetry. Therefore, the main cause for
variation with back-azimuth will be a plunge of the
symmetry axis or layering. The background shading in
Fig. 2 denotes the radial component of the best-fit
hexagonal anisotropy, the anisotropy is mostly horizon-
tal in general. RMS variations of the plunge axis for the
study region are generally below ∼10° out of the
horizontal, though locally plunge angles of ∼45° are
reached.

Given our model resolution and the steady-state flow
assumption, the best-fit hexagonal axes will roughly
align with both the FSE (for typical straining amounts)
and flow vectors at depth for most regions [52,18].
Correspondingly, the predicted pattern of mantle flow at
depth is similar to the fast azimuth orientations in many,
but not all, regions (Fig. 2). From the shallow layer to
100 km depth, we notice a smooth transition between
North American and Pacific plate motion, whereas
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strain accumulation, and hence anisotropy formation is
relatively slow within the North American (high
viscosity) lithosphere at 50 km depth. If we consider
only plate-related motion, and no buoyancy effects by
means of up or downwellings, this smoothed plate
motion transition pattern continues to larger depths of
∼400 km. However, if we include large scale flow due
to the down-going Farallon slab as in Fig. 2, such as in
stb00d (the main slab anomaly is off to the north-west at
depths of ∼450 km), the pattern at depth is changed to
more E–W oriented fast azimuths in the center of the
study region near the plate boundary, at∼200 km depth.
At larger depths, fast axes rotate clockwise to NW–SE
orientations. Similar rotations and even stronger non-
horizontal components of hexagonal anisotropy
throughout the upper ∼300 km are found in many of
our models (shading in Fig. 2, in this model radial
components mostly limited to depths ≲ 150 km). This
leads us to expect complex back-azimuth dependence in
shear wave splitting.

In our computations, shallow (≲ 50 km) deforma-
tion and resulting LPO is dominated by the prescribed
plate motions which are surface boundary conditions.
Typically, we use rigid plate models such as NUVEL–
NNR [40], and velocity transitions between plates are
smoothed out by the spherical harmonic parameteriza-
tion we employ for consistency across all computa-
tions. We take vector field expansions up to spherical
harmonic degree ℓmax=63 and taper high harmonics
with a cos2 filter to suppress ringing. Alternatively, we
can directly incorporate the plate boundary deformation
at the present-day by using models such as Kreemer et
al. [41] (hereafter: KHH03) which includes intraplate
deformation as seen by GPS geodesy. We discuss
below that well fitting models are not very sensitive to
these two alternative surface boundary conditions, but
our best-fitting slab model (as shown in Fig. 2)
includes intraplate deformation, as did SH02. Hexag-
onal orientations for the same model shown in Fig. 2
but using rigid plate velocities, instead of geodetic
models, show less strong (but similarly oriented)
anisotropy underneath the North American plate at
50 km, more pronounced radial hexagonal components
underneath the Pacific Northwest, but display similar
patterns at larger depths.

If tomography is used as a density model [e.g.,
smean; [34]], the transition from NE–SW fast azimuths
at 100 km to E–W at 200 km is similar to the one
depicted in Fig. 2 for the slab model. In contrast to Fig.
2, hexagonal axes rotate back counter-clockwise to
NE–SW orientation at larger depths. This effect is due
to currents at ∼400 km depth from a slow anomaly
upwelling underneath the Pacific plate with local
maximum SW of the Juan de Fuca plate, not included
in the slab-density model used for Fig. 2. This
upwelling ties into a larger scale pattern of flow
northward from the southern Pacific which turns E and
SE underneath North America once it interacts with the
Farallon anomaly. The latter is more strongly imaged in
P wave tomography than in S wave models [e.g. 34],
and the EW currents seen for the slab model in Fig. 2
are more pronounced.

Besides the density model, another factor in
determining the flow and anisotropy pattern is the radial
viscosity structure. For the slab model in Fig. 2, the
hexagonal axes orientations are quite robust with regard
to η, e.g. when ηC or ηF are used instead of ηD.
However, for smean tomography, the deeper layers at
∼300 km depth are strongly dependent on the viscosity
layering, as ηC without a low viscosity channel leads to
dominance of plate motion patterns at larger depths,
compared to ηD and ηF that allow different kinds of
shear flows to develop. The drop in viscosity of profiles
such as ηD allows rotation of flow with depth, while it
still causes strong force transmission between the
lithosphere and the deep mantle on a global scale [35].
Differences between models are emphasized if we
compare models with larger ξc strain accumulation, as
expected. We explore the dependency of anisotropy on
ξc below.

Fig. 3 shows synthetics and observed splits for our
preferred, best-fit model with stb00d slab-density
structure, ξc=0.5, KHH03 surface velocities, ηD, and
LPO from depth ranges 75 km to 350 km (model B1 of
Table 1). All well performing models show similar
features as the one depicted in Fig. 3, and we discuss
sensitivities below. In agreement with our earlier,
simpler models [14], we find that the shear wave
splitting pattern is well matched. While a comparison
with SH02's decoupling model has to remain visual, the
agreement seems as good, or better than SH02. This
implies that both physical models, a simplified, layered
approach with presumably weak force transmission
between plate and mantle [13], and our continuum-
mechanics descriptions of plate and mantle flow [e.g.
[35]], may be invoked to explain the splitting signal.

With the exception of station ISA at the southern
end of the Great Valley, many of the observations that
are not well matched by our model are found in the
north-west or in the Basin and Range. Local misfits
such as station WCP or GAR may be affected by
small-scale flow patterns which are not incorporated in
our flow model, or lateral differences in the rigidity of
geologic units. For instance, a shallow plume has been



Fig. 3. Comparison of splitting from observations (white bars, see Fig. 1) and synthetics (gray symbols) for the preferred, best-fitting flow model with
stb00d slab density, ηD, and KHH03 surface velocities (B1 of Table 1). The strain computation is taken up to ξc=0.5 and the top 75 km LPO layers
have been omitted from the wave propagation simulation. We use a propagator matrix approach and compute splitting for all back-azimuths [70]. The
dark gray wedge symbols show the mean and standard deviation, σα, based on a full 0–360° scan of fast azimuths of the synthetics, while the black
sticks indicate the corresponding variation in delay time (±σδ). For mean misfit computations, we use Δα between the individual splits according to
their back-azimuth.

244 T.W. Becker et al. / Earth and Planetary Science Letters 247 (2006) 235–251
suggested to affect anisotropy in the Basin and Range
[76].

In the NW, the subducting Juan de Fuca plate may be
expected to lead to complications in the flow pattern that
are not well captured by our low resolution circulation
model. In the Basin and Range, our splitting estimates
are both at a 90° angle to measurements and show much
larger delay times. One possible interpretation would be
that SKS splitting senses past deformation and stretching
of the older lithosphere, and/or regional flow in the
eastern regions of our study area [77]. SH02 chose to
focus only on the westernmost observations [as defined
by slow tomographic anomalies in the NA00 version of
[5]] given that those tectonically active regions may be
expected to sense asthenospheric flow more closely. We
shall use all available data for model evaluation instead,
but emphasize that there are good reasons why our
geodynamic model may fail in certain localities. If we
exclude stations in the Basin and Range (BMN, RTS,
WCP, GAR, PHR, and NWC), 〈Δα〉 misfits are reduced
by a small amount ∼1–2° but the model ranking in
terms of overall misfits is similar to when those stations
are included.

The finding that both SH02 and our approach may be
invoked to explain seismic anisotropy may seem like a
frustrating confirmation of the non-uniqueness of the
SKS data [10]. However, with the establishment of the
necessary geodynamic and seismological tools, we can
readily incorporate other anisotropy datasets, and we
can also perform further quantitative tests of synthetic
anisotropy models. Fig. 4a)–c) compares synthetics
from the preferred B1 model in Fig. 3 for three example
stations with a large number of observed splits. To
mimic a typical SKS splitting measurement, we use a
single-layer measurement technique of cross-correlating
radial and transverse pulses [70]. As expected from the
variations of hexagonal axes with depth in our flow
model (Fig. 2), there is a strong dependence of apparent
fast propagation plane and delay time on back-azimuth,
as the fast hexagonal orientations are neither purely
horizontal nor vertically coherent. Even if we average
the LPO structure with depth (dashed lines in Fig. 4),



Fig. 4. Comparison of measured splitting (black squares for non-nulls, open square for nulls; see Fig. 1) and synthetics for the preferred geodynamic
model shown in Fig. 3 (B1 of Table 1) for three selected stations (a–c). Solid and dashed lines in fast azimuth (top) and delay time (middle) plots are
for a full seismogram synthetic using the layered LPO predictions and a splitting measurement [70], and for an average layer of same thickness using
the Christoffel approach, respectively. Lower subplots denote the adequacy of a single layer, hexagonal anisotropy model with horizontal symmetry
axis (“splitting complexity”) as computed from the rotated seismogram misfit of the cross-convolution method [Rmin parameter of 70]. Plot (d) shows
station results for BKS using a geodynamic model without any density anomalies and only plate motion related flow. The formal misfit is larger than
for the best-fit model used for plots a)–c), but trends such as in δ are matched better visually.
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delay times show variations with back-azimuth, though
they are not as pronounced.

As a reflection of the complex anisotropic structure,
the splitting complexity (κ, performance of the cross-
correlation method) is quite large for certain inci-
dences, as split pulses from different depth layers will
non-linearly interfere with each other, rendering an
interpretation as a single layer misleading. The shape
of the κ-function depends on the station location and,
more so, the geodynamic model assumptions with
regard to density and viscosity structure. We found
that many of the null observations in the data lie
within regions where the cross-convolution misfit for
the synthetics based on this geodynamic model is
high. This is most clearly the case for WDC, GSC,
and MNA (around 270° back-azimuth in Fig. 4c),
while others nulls (e.g. at PFO) cannot be explained
with the same model. This indicates that anisotropy
variations with depth as predicted from the geody-
namic model may be invoked to explain complications
in the splitting data at certain stations.

For the non-nulls, almost all of the measurements for
the stations in Fig. 4a)–c) can be fit to within the
uncertainties of the data, both with regard to fast
azimuth and delay times. Within the limited back-
azimuth coverage of the data, the geodynamic model
appears to capture some of the observed trends, and in
particular the layered model does a better job than the



Fig. 5. Model performance (each dot represents a single model) for all
experiments of Table 1. The whole upper 375 km of predicted LPO
anisotropy is used for (a), and the upper 75 km (b) and everything
below 300 km (c) is assumed isotropic, respectively. Measures 〈Δδ〉
and 〈Δα〉 denote the weighted mean misfits in delay times and fast
azimuths, respectively, based on computing synthetic splitting for each
event-station pair. White, gray, and black circles denote models with
saturation strains of ξc=0.5, 1, and 2, respectively. Dotted and dashed
circles for plot (b) mark preferred, best-fitting slab (B1) and
tomography models (B2), respectively.
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averaged, Christoffel approach (solid and dashed lines
in Fig. 4a–c). However, the misfit is larger for other
stations, and visual inspection indicates that layered
splitting trends are not everywhere preferred over
average layer estimates.

While our best-fit model B1 with subduction-related
density anomalies and viscosity structure ηD as shown
in Figs. 3 and 4a)–c) has the lowest formal misfit, there
are some trends in the fast azimuths and delay times that
appear poorly matched, such as around ∼250° back-
azimuth for station BKS (Fig. 4a). We have experi-
mented with several types of formal misfit measures,
and always arrived at similar rankings between regional
model performance. However, manual inspection of
station misfit plots reveals that other classes of models
lead to better visual matches of back-azimuth trends, or
individual station misfits. One example is shown in Fig.
4d for BKS, where the geodynamic model is similar to
the one used for Fig. 4a but does not include density
anomalies; flow is driven by plate motions only.
Restricted to BKS, the misfits of this plate motion
only model are 〈Δα〉=14.5° and 〈Δδ〉=1.6 s, compared
to 〈Δα〉=9.8° and 〈Δδ〉=1.8 s for the best-fit model in
Fig. 4a.

Overall trends of the observed splitting with back-
azimuth might be more robust for comparison with
geodynamic models for certain stations, but they are
also harder to quantify. Our forward modeling
experiments indicate that the phase of observed π-
periodic back-azimuthal splitting patterns is relatively
robustly related to fast axis orientations, while the
trends within the pattern are very sensitive to changes
in the strength of anisotropy. A possible approach
would be to model back-azimuthal patterns observed
at stations such as BKS in Monte Carlo style using a
few layers by first matching the phase, then the trends,
and matching the results to flow models that
reproduce the required orientations and strengths as
a function of depth. This alternative approach will be
subject of a separate paper.

8. Discussion

Fig. 5 shows model performance in terms of 〈Δα〉
and 〈Δδ〉 for all experiments performed (see Table 1),
separated by saturation target strains ξc and assumptions
on the depth extent of LPO anisotropy. For a “good”
model, we will consider low Δα and Δδ as criteria, but
discuss those separately. A wide range of models with
different assumptions on density or viscosity structures
are able to fit the data quite well. We show results where
all the computed LPO upper mantle anisotropy is used
above 375 km, and for models where the upper or lower
75 km were assumed isotropic. These models are an
attempt to test the effect of unrealistic treatment of the
crust and lithospheric mantle, and potential uncertainties



Fig. 6. Model performance for experiments where the upper 75 km of
LPO have been removed (as in Fig. 5b), sorted by type of density
structure (open boxes: only plate-related flow, gray: subduction
models, black: tomography, see Table 1) and radial viscosity profile
(only {E=0, n=1} cases, see legend). Dotted and dashed circles mark
preferred, best-fitting slab (B1) and tomography models (B2),
respectively.
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about the depth extent of dislocation creep and LPO
formation [78], respectively.

We evaluated if using smoother transitions between
North America as in KHH03 consistently lead to better
results than using “rigid plate” models such as [40]
when incorporated as spherical harmonics. For some
models that show poor misfits when using rigid plates,
incorporating plate boundary deformation led to large
misfit improvements of ∼10° for 〈Δα〉. However, the
effect for better performing models was inconsistent.
While our preferred B1 slab model as in Fig. 3 uses
KHH03 velocities, there are also well performing
models with rigid plates (see below). We therefore
leave a detailed study of the influence of the upper
∼50 km for more appropriate mechanical models that
are able to incorporate the lithospheric layer more
realistically.

From Fig. 5, we can see that total anisotropy
models have best Δα values of ∼18°, which can be
improved by ∼6° when removing the top or bottom
LPO layers. Removing the top layer most clearly sorts
models by delay time misfits following ξc, and
anisotropy amplitudes are best reproduced for
ξc∼0.5. This value is smaller than the required strain
of ξc∼1.5 to explain natural sample LPO variations
based on flow models [18], while saturation strains
were not that sensitive to surface wave anisotropy
misfit for FSE models [15]. The finding of preferred
smaller ξc may reflect the tectonically active character
of most of the study region, where we are not
capturing changes in local block motions over time.
However, we cannot say for sure as the depth extent
of power-law and diffusion creep for LPO creation
and destruction, respectively, adds uncertainties to
anisotropy amplitude interpretations.

Performing a comparison of individual splits for
〈Δα〉 including back-azimuth dependence leads to
better mean misfits than using a comparison of
station-averaged, mean fast azimuths, by ∼5° for all
models. Though not a dramatic improvement, this
reduction in misfit implies that we are partly successful
in explaining the back-azimuth variations in the
splitting observations using our mantle flow model. If
we use a single, average layer for anisotropy and
compare the Christoffel method predictions, the misfit
is also increased by ∼5° compared to models with
anisotropy variations with depth. While the match for
individual stations as shown in Fig. 4 is not convincing
as such, these results nonetheless indicate that it is
worth while to explore the additional information
contained in the splitting measurements beyond simple
layer averages. However, further exploration of the
depth dependence and lateral variations of anisotropy
will have to await a reanalysis of the waveforms, so as
not to be limited by inherent assumptions in the
original splitting measurements.

We now limit our considerations mainly to LPO
models where the top 75 km LPO was removed, and
further evaluate misfits in terms of density model and
radial viscosity profile used (Fig. 6). No such compar-
ison can be exhaustive nor lead to unique conclusions,
but we can detect certain trends in the part of the model
space we explore based on our previous experience with
such mantle flow models. In accord with our earlier
regional results [14] and global surface wave study [15],
we find that flow models that include density-driven
flow outperform those with plate-related motions only.
Furthermore, slab models such as lrr98d and stb00d
typically lead to reduced model misfits compared to
density anomalies based on seismic tomography;
performance is comparable for the two slab models.
This preference for subduction related flow is also found
for complete upper 375 km models (not shown) where a
stb00d model using ηD at ξc=0.5 has misfits of 〈Δα〉=
17.3°; 〈Δδ〉=0 s compared to 〈Δα〉=10.3°; 〈Δδ〉=
−0.5 s for no upper layer models as in Fig. 6. The best
slab model in Fig. 6, B1, is also based on stb00d and ηD,
but employs the KHH03 velocities, rather than rigid
plate surface velocity boundary conditions. For this
model, 〈Δα〉=12.5°; 〈Δδ〉=− 0.2 s (B2, marked with
dashed circle in Fig. 6 and shown in Fig. 3). These
misfits are comparable to the uncertainties in the data.
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Global S wave tomography models such as smean
often lead to poorer model performance, such as 〈Δα〉=
34.7°〈Δδ〉=−1.0 s for the ηD models which typically
lead to good model fits for global anisotropy [15].
However, for the same model and ηC viscosity, the
misfit is improved toΔα=11.4°, albeit at 〈Δδ〉=− 0.8 s.
For P wave tomography, our pmean reference model
leads to poor performance, but using the vox5p [42] and
ηD, we measure low misfits of 〈Δα〉=13.3°; 〈Δδ〉=0.2 s
(marked by dashed circle in Fig. 6). Overall, the
dependence on the radial viscosity profiles is not clear
cut, but the lower viscosity asthenosphere in ηD appears
to be preferred by the data over ηC, consistent with [15]
and a range of earlier geodynamic studies [36]. While
we are starting to explore lateral viscosity variations and
power-law flow, our initial tests [17] indicate that
differences are minor when low resolution, global
models are used. Such models are clearly not entirely
realistic; however, they may serve to get a first
impression of the order of magnitude of effects. For
the stb00d model, misfits to the SKS data are changed
from 〈Δα〉= 17.3° to 16.8° when using E=30
“temperature” dependent viscosity. For a smean model
at ξc=0.5, the angular misfit is increased from 31.5° for
{E=0, n=1}, 32.1° to {E=30, n=1}, and 34.4° for
{E=30, n=3}. Our tests indicate that differences in flow
fields due to rheological variations on large scales may
be smaller than the differences between models with
simpler, radial and Newtonian viscosity and different
tomographic models. The proper evaluation of power-
law flow models in three dimensions to backup our
inferences is beyond the scope of this study.

We have also begun to explore using regional
tomographic models by augmenting our global refer-
ence S model, smean, with NA00 [5] surface wave
tomography but found that the misfit to splitting
observations increased. This may be because of our
simplifying assumptions on converting slowness to
temperature anomalies [79]. Regional tomography
should also be considered to study lithospheric viscosity
variations, which may exist between the Pacific and
North American and affect the seismic anisotropy [4].
Given the simplified nature of our treatment of
lithospheric deformation, we have to postpone further
exploration of regionalized structural models. With our
limited selection of seismic tomography models, and the
numerous simplifying assumptions in our flow model,
we interpret our findings on the density structure such
that certain P wave models and all slab models available
to us exhibit flow patterns that are better able to explain
anisotropy than long-wavelength S wave models.
Similar return flow at depth has been suggested before
[21,13] and our finding substantiates the existence of
such currents and their effects on observables. Rather
than arguing that one density model is better than the
other, the more general insight is that regional shear
wave splitting may indeed be related to flow at depth,
and so, by inference, detect density anomalies, e.g. due
to subducted slabs.

9. Conclusions

Models such as ours indicate that regional seismic
anisotropy in the western US is consistent with
simplified mantle flow models, substantiating earlier
conclusions based on global datasets. Splitting can be
explained both in terms of amplitudes and fast azimuths
using kinematically based methods for computing the
development of LPO during mantle flow [16], where
preferred geodynamic models exhibit a return current at
depth driven by the Farallon anomaly. This is similar to
what was suggested by Silver and Holt [13], yet the
physical model is different. Our continuum approach
implies that mantle flow couples to the plates, although
it is mediated by a drop in viscosity in the astheno-
sphere. The radial viscosity profile with such a drop
allows strong variations in the direction of flow
underneath North America, while there is still strong
force transmission to the plates on a global scale [35].
The interactions between mantle and lithospheric
motions need not be weak to explain splitting, implying
potentially strong plate driving forces associated with
mantle flow.

There is some indication that the depth dependence
of anisotropy is correctly modeled and found in the
back-azimuth dependence of splits, though complemen-
tary datasets, e.g. from surface waves, will be needed to
substantiate the evidence. Given the sensitivity to
density models, geodynamic interpretation of splitting
should be useful in constraining the tectonic history of
the region, where different plate reconstructions predict
different slab locations [22]. It is intriguing that
differences in anisotropy predictions are very strong
off-shore of California where OBS deployments could
yield important new constraints.
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