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Hydrate is a non-stoichiometric, ice-like solid compound of water and gas
molecules that forms at low temperatures and high pressures. The stability of a
particular hydrate is affected by the molecular composition of the environment
in which it forms. For example, salt causes freezing point depression of hydrate
much like it does for ice. In addition, a gas molecule, such as methane, that or-
dinarily forms hydrate at one pressure-temperature condition, may not form hy-
drate if the gas is mixed with another molecule, such as nitrogen, that requires
increased pressure or decreased temperature to form hydrate. Here, I develop a
modeling framework that incorporates the phase stability of gas mixtures to un-
derstand the coupling of equilibrium thermodynamics and fluid flow that governs
hydrate-dominated geological flow processes. I first present a benchmark study
that utilizes standard hydrate models to demonstrate the complex phase stabil-
ity that occurs when salt and only methane are considered. The results show the
impact that three-phase equilibrium, or the co-existence of a gas phase, a liquid
water phase, and a hydrate phase, has on the evolution of hydrate systems. I then
develop compositional phase diagrams for systems composed of water, methane,
carbon dioxide, and nitrogen that elucidate how multiple hydrate-forming compo-
nents interact to alter the composition of hydrate, completely de-stabilize hydrate,
or create three-phase equilibrium conditions. I finally incorporate these composi-
tional phase diagrams into a mathematical framework that describes multi-phase
fluid flow that I use to simulate a subsurface injection strategy designed to simul-
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taneously sequester carbon dioxide as hydrate and produce methane gas. The
modeling framework illuminates the processes that govern the dynamic behav-
ior of multiple hydrate-forming components. Simulations of subsurface injection
demonstrate behaviors that support field and laboratory observations and clarify
how composition impacts internal reservoir dynamics. The modeling framework
developed here is general and flexible, so it can be modified to model additional
components or to include additional physics. In particular, the modeling frame-
work presented here is well-suited to simulate the buoyant ascent of thermogenic
gas mixtures through marine sediments or the out-gassing of hydrate layers within
the interior of icy planetary bodies like Enceladus.
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Chapter 1

Introduction

1.1 Background and motivation

The purpose of this thesis is to develop a fundamental understanding of
hydrate systems in the presence of multiple hydrate-forming gas molecules us-
ing a modeling framework that couples multi-component phase behavior to fluid
flow. This framework is applied to one case study where a carbon dioxide and ni-
trogen mixture is injected into a methane hydrate-bearing reservoir, but could be
extended to other geological processes where hydrate plays an integral role in the
dynamic evolution of the system. More generally, this work recasts fluid flow in
hydrate systems as a process similar to enhanced oil recovery that, both, provides
a robust toolkit for the analysis of hydrate systems and simplifies the dynamics to
elucidate how phase-partitioning governs hydrate systems.

Prior to this work, the majority of hydrate models (Liu and Flemings, 2007,
Garg et al., 2008, Moridis, 2003, Frederick and Buffett, 2014) included only methane
as a hydrate-forming gas molecule for a few practical reasons. For instance, the
large natural hydrate reservoir found in submarine and subpermafrost deposits
on Earth (Milkov, 2004a) is predominantly composed of methane, so it is not nec-
essary in most cases to consider other hydrate-forming gas molecules. In addition,
simulations of hydrate deposits in marine environments that include salt intro-
duce significant nonlinear effects (Liu and Flemings, 2007, Smith et al., 2014a),
but still do not require computationally intensive dynamic updates to the phase
compositions that are required if additional hydrate-forming components are in-
cluded. Furthermore, there is no shortage of methane hydrate topics to study,
which includes, but is not limited to, climate impacts on methane hydrate deposits
Archer et al. (2009), Thatcher et al. (2013), Phrampus et al. (2014), fracture genera-
tion within methane hydrate deposits (Cook et al., 2008, Daigle and Dugan, 2010),
economical methane gas production from hydrate deposits (Boswell, 2007, Collett
et al., 2012, Moridis et al., 2007), formation of methane hydrate deposits through
methanogensis (Claypool and Kaplan, 1974, Malinverno, 2010), and methane hy-
drate dissociation induced submarine landslides (Mienert et al., 2005, Xu and Ger-
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manovich, 2006). Yet, there are at least two frequently discussed geological pro-
cesses where the non-methane hydrate-forming components are too important to
ignore but are under-explored due to the lack of capable models.

In the first geological process, a mixture of carbon dioxide and nitrogen is
injected as a gas phase into submarine or subpermafrost methane hydrate-bearing
reservoirs to produce methane gas and simultaneously store carbon dioxide as
hydrate on geological time scales (Ohgaki et al., 1996, Park et al., 2006). This in-
jection strategy is designed to leverage the difference in hydrate stability of each
component to de-stabilize methane hydrate through chemical changes rather than
pressure and/or temperature changes that are often proposed as methane hydrate
production strategies (Moridis and Reagan, 2011, Collett et al., 2012). This injec-
tion strategy received a great deal of attention in the 2000s and 2010s (Ersland et al.,
2009, Birkedal et al., 2015, Ersland et al., 2010, Park et al., 2006, Hauge et al., 2014,
Anderson et al., 2014, Garapati and Anderson, 2014) and culminated in a field pro-
duction test on the northern slope of Alaska that was sponsored by the Department
of Energy and ConocoPhillips (Schoderbek and Boswell, 2011, Boswell et al., 2017).

In the second geological process, thermogenic gas composed of multiple,
hydrate-forming hydrocarbons ascends through the marine sediment column and
forms hydrate of variable, depth-dependent composition. This depth dependence
produces hydrate deposits progressively more enriched in the heavier hydrocar-
bons with increasing depth, since ethane and propane hydrate are stable at greater
temperatures, hence greater depth, than methane hydrate. The consequence is
that the buoyant gas phase is also progressively more enriched in methane with
decreasing depth. This geological process is purely conceptual at present, but is an
increasingly plausible mechanism to create natural gas hydrate deposits for three
main reasons. First, the presence of two hydrate-based phase transitions, a deeper
phase transition where the source gas mixture first forms an ethane-rich hydrate
and another where methane-rich gas forms pure methane hydrate at shallower
depths, would explain the double bottom-simulating-reflectors (BSRs) observed in
seismic data that have baffled researchers (Posewang and Mienert, 1999). Second,
progressive enrichment of heavy hydrocarbons in the hydrate phase with increas-
ing depth would explain the same trend observed in the gas composition of con-
ventional and pressure cores recovered from hydrate-bearing deposits (Paganoni
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et al., 2016). Third, progressive enrichment of methane in the gas phase with de-
creasing depth would explain the pervasive lack of heavier hydrocarbons within
the methane hydrate stability zone, which is traditionally interpreted to indicate a
biogenic source of methane (Paull et al., 1994).

The modeling framework developed here is used to simulate CO2-N2 sub-
surface injection rather than thermogenic gas ascent for a few strategic reasons.
First, there is a large amount of data from the laboratory (Birkedal et al., 2015, Youn
et al., 2016, Yonkofski et al., 2016), field (Schoderbek and Boswell, 2011, Boswell
et al., 2017), and early models (Anderson et al., 2014, Garapati and Anderson,
2014, White and Suk Lee, 2014) that serve as comparison to the work presented
here. Second, the reported results that probe this injection strategy are contradic-
tory and not well understood, which necessitates a more systematic analysis like
the one presented here. Third, the phase behavior in a H2O-CH4-CO2-N2 system
is simpler than it is for the system that characterizes thermogenic gas ascent, so
the simulation of the injection process is a logical first step towards understanding
multiple hydrate-forming systems. Fourth, fluid flow in CO2-N2 subsurface injec-
tion is also much simpler since it is sufficient to model a 1-dimensional, horizontal
domain with isothermal and isobaric pressure-temperature conditions whereas a
model for thermogenic gas ascent requires gradients in pressure and temperature
across a vertical domain.

The modeling framework was composed in two stages. In the first stage, I
replicated state-of-the-art software (Ballard and Sloan Jr, 2002, Ballard and Sloan,
2004a, Jager et al., 2003) widely used to predict hydrate stability that draws on
decades of fundamental laboratory research (Sloan Jr and Koh, 2007), but was pre-
viously not incorporated into dynamic models due to various cumbersome char-
acteristics. With this replicated thermodynamics simulator, I constructed various
phase diagrams and developed techniques that integrate them into dynamic mod-
els through computationally fast simplifications (Rannou et al., 2013). In the sec-
ond stage, I simulated the evolution of multiple, hydrate-forming components by
borrowing ideas from ‘Theory of Gas Injection Processes’ (Orr, 2007) that have
been used to study enhanced oil recovery (Welge et al., 1952, Pope et al., 1980) and
enhanced coalbed methane recovery (Seto et al., 2009, Jessen et al., 2008).

While this modeling framework is not nearly as sophisticated as other hy-
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drate models composed of only methane (Liu and Flemings, 2007, Moridis, 2003,
Frederick and Buffett, 2014), it is a viable, flexible framework that can be extended
to include additional components or physics. In particular, it seems to be the most
promising framework to model the ascent of thermogenic gas through marine sed-
iment or the evolution of multi-component hydrate layers contained within icy
planetary bodies (Liu et al., 2016, Kieffer et al., 2006).

In the rest of this thesis, I present three chapters that progressively build to-
wards the modeling framework for simulating the evolution of multiple, hydrate-
forming components.

In Chapter 2, I show results from a multi-component, multi-phase fluid and
heat flow simulator that considers only methane as a hydrate-former where I sim-
ulate the impact of ocean warming on marine methane hydrate deposits. These
results provide an example of how phase behavior and fluid flow are coupled in
hydrate systems. In particular, I show that the interaction between methane hy-
drate and salinity is quite complex and can lead to interesting physical behavior,
including a phenomena I refer to as transient venting.

In Chapter 3, I describe how multiple, hydrate-forming components modify
the phase behavior of hydrate systems. I present compositional phase diagrams
that are both useful for understanding the fundamental interaction of multiple
hydrate-forming components and novel since they have not been previously pre-
sented in the study of hydrate systems. These phase diagrams are essential com-
ponents of the modeling framework developed here, which parallels the work in
enhanced oil recovery. Furthermore, these phase diagrams alone are sufficient to
clearly demonstrate the hydrate de-stabilizing effect of nitrogen that agrees well
with laboratory and field observations.

In Chapter 4, I introduce multi-phase, fluid flow equations and describe
how those equations are coupled to the phase diagrams presented in Chapter 3.
I then simulate CO2-N2 subsurface injection described above and compare the re-
sults with other previously published laboratory, field, and modeling results. I ar-
gue that N2 drives all the dynamics during the injection even though this injection
strategy has been repeatedly and emphatically referred to as a simple CO2-CH4 ex-
change. In particular, I show that the local N2 concentration impacts the reservoir
dynamics very similarly to the way salt impacts marine methane hydrate deposits
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presented in Chapter 2. This finding adheres to observations in the laboratory
and in the field, but has previously been under-explored in previous models of
the system (Anderson et al., 2014, White and Suk Lee, 2014). I additionally show
how the injection procedure conceptualized as simultaneous exchange of carbon
dioxide for methane on a mole-to-mole basis can be re-conceptualized has two se-
quential processes facilitated by nitrogen. In the leading process, nitrogen invades
methane hydrate to first temporarily form a multi-component, or mixed, hydrate,
that is later dissociated. In the trailing process, nitrogen carries carbon dioxide in a
gaseous phase to form a second type of mixed hydrate in the pore space left behind
by the leading process.

My work is the first to describe this injection strategy as a set of sequential
processes that are mediated by nitrogen; yet, it seems other model results vaguely
demonstrate this behavior and either diminish its significance or overlook this ef-
fect due to increased focus on hydrate formation mitigation near the injection well.

1.2 Future work

The work presented here explores how multiple phases and multiple com-
ponents dynamically interact during geological flow processes, but certainly suf-
fers from a few limiting assumptions and additionally only scratches the surface
on this topic. Here, I list a few additional directions that could be taken by other
workers to advance the concepts explored here.

1. The work presented in Chapter 2 was performed under the assumptions
of 1-dimensional flow. One study (Stranne et al., 2016) has since explored
similar behavior to show additional differences that exist between multi-
phase, multi-component fluid and heat flow models and all others models
of methane hydrate deposits. The basic results in Chapter 2 and that paper,
which uses a different simulator called TOUGH+HYDRATE (Moridis, 2003),
tend to agree, so there is a large degree of confidence in the results presented
in Chapter 2. Yet, 2-dimensional simulations also using TOUGH+HYDRATE
(Reagan and Moridis, 2008), show that gas released by hydrate dissociation
may flow up-dip along the base of the hydrate dissociation front instead of
upward, which might eliminate the secondary hydrate formation front de-
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scribed in 2. It would be very interesting to understand if the results pre-
sented in 2 also appear in 2-dimensional models, and if so, how they are
modified.

2. The work presented in Chapter 4 uses isothermal, isobaric P-T conditions,
which amounts to a single compositional phase diagram as presented in
Chapter 3. These assumptions might be valid for other injection processes
where solid phases do not form, but since hydrate formation/dissociation
has such a large latent heat this may not be a valid approximation. While
there is mixed evidence concerning temperature changes during gas injection
into hydrate-forming regions Boswell et al. (2017), Lee et al. (2013), Yonkofski
et al. (2016), it would still be fruitful to introduce conservation of energy con-
straints into the modeling framework presented in Chapter 4. This could be
accomplished by tracking the enthalpy of all mixtures in the compositional
phase diagrams, and then creating a dense grid of compositional phase dia-
grams across the range of P-T conditions expected in the simulations. This
procedure is discussed in Rannou et al. (2013) and would be possible for
hydrate-forming systems.

3. The work presented in Chapter 4 assumes equilibrium thermodynamics with
instantaneous mass transfer between the phases with homogeneous distri-
bution of the phases. At present, there is not substantial evidence to suggest
that this assumption is invalid, but it still requires validation in the labora-
tory. The assumption of equilibrium thermodynamics could be probed in the
laboratory using flow-through experiments where the interior reservoir was
monitored with micro-CT and micro-Raman while the liquid and gas efflu-
ent was analyzed using chromatographic procedures. These measurements
could then be used to evaluate the distribution of phases and hydrate com-
position along profile.

4. The work presented in Chapters 3 and 4 addressed the interaction of wa-
ter, methane, carbon dioxide, and nitrogen for the purpose of understanding
one injection strategy. However, the modeling framework is general and can
be modified to understand additional geological processes. Future work on
thermogenic gas ascent could use this same framework after the construc-
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tion of phase diagrams that include water, methane, and ethane, and pos-
sibly propane. Then, the system could be modeled with a single compo-
sitional phase diagram or with a domain of multiple, connected phase di-
agrams. The system could be modeled with or without a conservation of
energy constraint. This research direction is very under-explored at present,
so even highly idealized models of this system might produce results with
significant impact on the field.
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Chapter 2

Transient seafloor venting on continental slopes from

warming-induced methane hydrate dissociation

2.1 Abstract

1Methane held in frozen hydrate cages within marine sediment comprises
one of the largest carbon reservoirs on the planet. Recent submarine observations
of widespread methane seepage may record hydrate dissociation due to oceanic
warming, which consequently may further amplify climate change. Here, we sim-
ulate the effect of seafloor warming on marine hydrate deposits using a multiphase
flow model. We show that hydrate dissociation, gas migration, and subsequent hy-
drate formation can generate temporary methane venting into the ocean through
the hydrate stability zone. Methane seeps venting through the hydrate stability
zone on the Eastern Atlantic margin may record this process due to warming be-
gun thousands of years ago. Our results contrast with the traditional view that
venting occurs only up-dip of the hydrate stability zone.

2.2 Introduction

Methane hydrate is a compound containing a lattice cage of water molecules
surrounding methane molecules that forms naturally in marine sediments (Sloan,
1998). Within the gas hydrate stability zone (GHSZ), hydrate and water are stable
while gas and water are stable beneath it. The thickness of the GHSZ depends
on water depth, geothermal gradient, gas composition, pore water salinity and
seafloor temperature (Sloan, 1998, Duan et al., 1992, Henry et al., 1999). The GHSZ
is wedge-shaped in the dip direction of a continental margin. It is thickest in deep-
water where pressure is high and pinches out towards the continental margin (i.e.

1This chapter published as: Darnell, K. N., and P. B. Flemings (2015), Transient seafloor venting
on continental slopes from warming-induced methane hydrate dissociation, Geophys. Res. Lett.,
42, 10,765-10,772, doi:10.1002/2015GL067012.

I conceived and designed this study, performed the simulations, gathered the data, conducted
the analysis, made the figures, and wrote the manuscript. Peter Flemings edited the manuscript for
clarity and provided valuable feedback on the manuscript contents.
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the feather-edge of stability) as the water shallows and potentially warms. Gas,
water, and hydrate can simultaneously coexist in three-phase equilibrium at the
base of the gas hydrate stability zone (BHSZ).

Methane gas, released by hydrate dissociation, can potentially vent into the
ocean (Biastoch et al., 2011) and the atmosphere (Rehder et al., 2002). Venting from
hydrate dissociation may occur when changes in temperature, pressure, or salin-
ity at the seafloor alter the depth or extent of the GHSZ. For instance, significant
oceanic warming would dissociate hydrate and vent gas at the warmest and shal-
lowest extent of the GHSZ, shifting the up-dip pinch-out of the GHSZ to deeper
water.

Venting has been observed or hypothesized in various marine settings. In
the arctic, offshore Svalbard, venting at the feather-edge of stability is prevalent
(Westbrook et al., 2009), long-lived (Berndt et al., 2014), and possibly linked to
hydrate dissociation from oceanic warming (Thatcher et al., 2013, Marin-Moreno
et al., 2013, Marín-Moreno et al., 2015); however, venting in deepwater at Vestnesa
Ridge, offshore Svalbard, appears to result from localized thermogenic processes
unrelated to oceanic warming (Smith et al., 2014b, Johnson et al., 2015). In the
Atlantic Ocean, hydrate dissociation may source active (Skarke et al., 2014) and
future vents (Brothers et al., 2014, Skarke et al., 2014, Phrampus and Hornbach,
2012). Significant future venting is predicted below the Gulf Stream where seismic
data reveal hydrate below, as well as up-dip of, the estimated GHSZ (Phrampus
and Hornbach, 2012). Widespread venting is also predicted in the Beaufort Sea
(Phrampus et al., 2014) and along the Cascadia margin (Hautala et al., 2014) as
contemporary warming penetrates and dissociates hydrate deposits.

Numerous mechanisms have been proposed to explain gas migration into
vents at the feather-edge of hydrate stability. Westbrook et al. (2009) proposed
venting results from up-dip migration of gas along the BHSZ or within dipping
strata much deeper than the BHSZ. Reagan and Moridis (2009) simulated that
during warming gas migrates up-dip along the BHSZ and vents at the feather-
edge of stability. Berndt et al. (2014) proposed episodic venting offshore Svalbard
results from migration of gas just below the seafloor when seasonal warming dis-
sociates hydrate. Skarke et al. (2014) proposed venting along the Atlantic Margin
results from combined lateral and vertical gas migration that may be sourced by
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warming-induced hydrate dissociation. These mechanisms suggest gas migration
and venting are influenced by the dynamic location of the GHSZ.

Here, we seek a mechanistic model to describe the evolution of the GHSZ
and the subsequent vertical migration of hydrate-dissociated gas during warming.
We simulate the response of the methane hydrate system to bottom water tempera-
ture change. We extend previous work (Liu and Flemings, 2007, Smith et al., 2014a)
and show that seafloor warming can drive episodic venting as a result of the in-
teractions among heat flow, gas flow, and hydrate formation and dissociation. We
establish a simple criterion to determine the conditions for vertical venting at the
up-dip limit of the GHSZ that can be applied to generic hydrate systems. The
model provides insight into how hydrate systems might respond to warming over
geological time scales at the feather-edge of stability as may have occurred on con-
tinental margins since the last glacial maximum (Skarke et al., 2014, Brothers et al.,
2014).

2.3 Methods

We simulate the methane hydrate system with a 1-dimensional model of
multiphase fluid flow (Liu and Flemings, 2007) that includes latent heat (Smith
et al., 2014a). Initially, seafloor temperature is 3 ◦C and it increases linearly with
depth at 40 ◦C / km. Above 130 mbsf (the initial BHSZ, Bi ), hydrate and water
are stable, while gas and water are stable below 130 mbsf (Fig. 2.1).

Methane hydrate occupies 10% of the pore volume (Sh = 10%) between 20
and 130 meters below the seafloor (Fig. 2.1c,d); above and below this, the pores
are saturated with seawater. Hydrate is absent between 0 and 20 meters below the
seafloor to account for biogeochemical processes that consume methane near the
seafloor.

Pressure is hydrostatic with an overlying water column of 550 meters. At
the upper boundary, the salt concentration is fixed through time at a constant (sea-
water) salinity of 3.5 w.t. %, and the pressure is fixed through time to the hydro-
static pressure. The temperature is increased by ∆T at t = 0 to simulate the effect
of abrupt ocean bottom water warming. At the basal boundary, the salinity is as-
sumed equal to seawater salinity, the heat flux is equal to 40 mW m−2, and the
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Figure 2.1: Temperature, salinity, and saturation response of sub-seafloor hydrate
system subject to seafloor warming of 2.7 ◦C. (a) Change in temperature from ini-
tial profile versus depth. (b) Salinity versus depth (solid lines) with corresponding
three-phase equilibrium salinity curves (dashed lines). (c) Gas and hydrate satura-
tions at 5.5 k.y. Gas is venting through the gas pathway and into the ocean. Initial
hydrate saturation is shown in dotted line. (d) Steady-state. Bi (initial BHSZ) and
Bf (final BHSZ) are marked for reference.

pressure is equal to the hydrostatic pressure. All other parameters are listed in
the supplemental file (Table A.3). We use the temperature, salinity, and pressure
throughout the simulation to determine the instantaneous thermodynamic phase
equilibrium of methane hydrate (Duan et al., 1992, Henry et al., 1999).

We generally choose model parameters that characterize mid-latitude, con-
tinental slopes. However, we choose a high hydrate saturation (Sh = 10%) to
present the end-member response to warming. In the supplemental text, we demon-
strate similar behavior for a 5% hydrate saturation (Fig. A.1).

2.4 Dynamic warming simulation

We simulate the response to a seafloor temperature increase of 2.7 ◦C, which
is a sufficient warming to produce the behavior described below. There are three
distinct stages in the resultant model behavior: 1) warm-up (0-0.4 k.y.), 2) gas propa-
gation (0.4-5.4 k.y.), and 3) venting and dissipation (5.4-35 k.y.). During warm-up, the
sediment warms by heat conduction due to the seafloor temperature increase (red
line, Fig. 2.1a). Warm-up ends at 0.4 k.y. when hydrate at the BHSZ warms causing
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hydrate dissociation, which produces a sharp drop in salinity (red line at Bi, Fig.
2.1b) as fresh water held in hydrate enters the pore space. Hydrate dissociation or
formation is controlled by the three-phase equilibrium surface, which is a function
of temperature, pressure, and salinity.

We present the thermodynamic state of the system by plotting the instan-
taneous salinity (c) (solid lines, Fig. 2.1b, 2.2b) with the equilibrium salinity (ceq);
equilibrium salinity is the salinity required to achieve three-phase equilibrium at
the temperature and pressure present (dashed lines, Fig. 2.1b, 2.2b). Hydrate and
liquid water are stable when c < ceq, while free gas and liquid water are stable
when c > ceq. Hydrate, liquid water, and free gas are in equilibrium when c = ceq.
Therefore, the BHSZ is the lowermost point where c < ceq. We mark the initial
BHSZ (Bi) and final BHSZ (Bf ) for reference (Fig. 2.1).

During gas propagation (0.4 k.y.-5.4 k.y.), a zone of three-phase equilibrium
propagates upward towards the seafloor (Fig. 2.2c). The three-phase equilibrium
zone is initially present in one grid cell when warming partially dissociates the
hydrate present; this liberates free gas and fresh liquid water into the pore space,
which produces a sharp decrease in salinity (Fig. 2.1b). Since dissociation is an en-
dothermic process, the temperature remains fixed at the local three-phase equilib-
rium temperature, and a sharp deviation in the temperature profile is visible (Fig.
2.1a, 2.2a). Once free gas produced by dissociation reaches the critical gas satura-
tion (Sg ≈ 2%), the free gas buoyantly migrates upward and reforms into hydrate
(secondary hydrate formation) where only liquid water and hydrate are stable (Fig.
2.2c,d). The formation of secondary hydrate is self-limiting since hydrate forma-
tion consumes fresh water and excludes salt thereby increasing the salinity of the
remaining liquid water in the pore space. Secondary hydrate formation locally
ceases when c = ceq, which allows additional free gas to fill the pore space extend-
ing the zone of three-phase equilibrium upward. Any gas produced by dissoci-
ation migrates through the three-phase equilibrium zone (Fig. 2.2c) and reforms
as hydrate at the top of the three-phase equilibrium zone (Fig. 2.2d). We call this
zone a gas pathway because gas originating at the base (dissociation front) trav-
els upward through the pathway and spills out at the top as hydrate (secondary
hydrate formation front). Therefore, the gas pathway separates the otherwise co-
incident base of hydrate stability (dissociation front) from the top of gas stability
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Figure 2.2: Expanded simulation results at 1.5 k.y. (black lines in Fig. 2.1) for
sub-seafloor hydrate system subject to seafloor warming of 2.7 ◦ C. (a) Change
in temperature from initial profile versus depth. (b) Salinity versus depth (solid
line) with corresponding three-phase equilibrium salinity curve (dashed line). (c)
Gas and hydrate saturations versus depth with initial hydrate saturation (dashed
line). (d) Instantaneous hydrate formation (dissociation) rate versus depth. The
secondary hydrate formation front is indicated with the dashed cyan line and the
hydrate dissociation front is indicated with the solid orange line.

(secondary formation front).
Venting and dissipation begins when the gas pathway propagates to the seafloor

(5.4 k.y.) (Fig. 2.1c). Gas produced by dissociation travels upward through the
pathway and vents into the ocean. Salt enters the ocean at the seafloor by chemical
diffusion and advection. The salinity within the system is highest during venting
with the largest salinity at the seafloor (4.3 wt. %) and decreasing salinity with
depth (orange and cyan lines, Fig. 2.1b). When dissociation ceases and salinity
at the seafloor is sufficiently reduced by chemical diffusion, hydrate formation
restarts at the seafloor and venting stops (6.5 k.y.). Hydrate reforms throughout
the column converting all gas into hydrate. Hydrate spans from 0- 25 mbsf (Fig.
2.1d) at steady state (∼ 35 k.y.), and the three-phase equilibrium zone disappears.
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2.5 Model comparison

We compare our 1-d multiphase, fluid-flow model, presented above, with
a 1-d conductive heat flow model, since such models are widely used in hydrate
studies (Hautala et al., 2014, Berndt et al., 2014, Brothers et al., 2014, Phrampus and
Hornbach, 2012). We simulate the conductive heat flow model with Equation (2.1):

∂T

∂t
− α∂

2T

∂z2
= 0, (2.1)

where T is temperature, t is simulation time, z is depth below the seafloor, and α

is thermal diffusivity.
We assume a constant thermal diffusivity (α) of 2.2×10−7 m2 s−1 calculated

from bulk-averaged thermal properties of the initial conditions in the multiphase
fluid flow model (Table A.3). We impose the same basal heat flux, initial seafloor
temperature, and temperature perturbation imposed in the multiphase fluid flow
simulation. As a result, the initial temperature profiles are slightly different be-
tween models because the conductive heat flow model has uniform thermal prop-
erties, while the multiphase fluid flow model has phase-dependent thermal prop-
erties. We solve the temperature evolution according to Equation (2.1) using an
implicit finite-difference approximation. We use the temperature evolution to cal-
culate the base of hydrate stability throughout the simulation assuming constant
salinity of 3.5 wt. % and hydrostatic pressure.

We compare how hydrate stability evolves in each model (Fig. 2.3). Since
salinity and pressure are fixed in the conductive heat flow model, the base of
the hydrate stability zone is bounded by a sharp interface (black line, Fig. 2.3)
where hydrate and liquid water are stable above and gas and liquid water are
stable below. Thus, the base of hydrate stability and the top of gas stability coin-
cide throughout the simulation. In contrast, in the multiphase fluid flow model, a
three-phase equilibrium zone develops (gray zone, Fig. 2.3) that separates the base
of hydrate stability (orange line, Fig. 2.3) from the top of gas stability (cyan line,
Fig. 2.3).

In both models, the base of hydrate stability shoals from ≈150 mbsf to 25
mbsf over thousands of years. In the conductive heat flow model, the base of
hydrate stability quickly shoals, and then equilibrates to 25 mbsf within 20 k.y. The
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base of hydrate stability in the multiphase model follows a similar trajectory, but
is slowed by hydrate dissociation, which absorbs heat and freshens the pore water.
In contrast, the top of gas stability in the multiphase fluid flow model shoals very
rapidly because gas transits through the three-phase zone and reforms as hydrate
above the three-phase zone, which releases heat and excludes salt from the hydrate
cage. The top of gas stability reaches the seafloor, and then retreats back toward
the base of hydrate stability. The base of hydrate stability and top of gas stability
converge at 19 k.y., at a depth above their steady state position due to excess heat
and salinity generated by hydrate formation. This phase transition slowly deepens
as salt and heat diffuse away to background values. At steady state, both models
predict a sharp interface at 25 mbsf marking the phase transition between hydrate
and gas stability, or simply the base of hydrate stability. The multiphase model
predicts that approximately 1% of the initial methane mass is vented into the ocean
(Table A.3).

2.6 Generalized venting behavior

We repeat the dynamic simulations for temperature increases that range
from 0 to 5 ◦C while holding all other initial and boundary conditions the same as
in the first example (Table A.3). No venting occurs and all hydrate remains for small
temperature increases (< 2.5 ◦C), while complete venting occurs and no hydrate re-
mains for large temperature increases (> 3.16 ◦C). Transient venting occurs as it
did in the example with partial venting of hydrate for the intermediate tempera-
ture increases (2.5-3.16 ◦C). The methane fraction vented increases with increasing
warming (Table A.3). The end-member responses either (i.) have a temporary
three-phase zone that propagates, then stops and disappears at a depth below the
seafloor (no venting), or (ii.) have a three-phase zone that propagates and stays at
the seafloor until all hydrate dissociates and the GHSZ vanishes (complete venting).

We derived an analytical model to generalize our numerical modeling re-
sults and describe the conditions necessary for gas venting through the GHSZ
on continental margins (A.1). We calculate the depth of the BHSZ after complete
warming (Bf ) . We assume that all hydrate beneath Bf dissociates, that no hydrate
is initially above Bf , and that any salt transport is negligible . We estimate the
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mass of gas supplied by dissociation (β) as,

β = Aθgρh

∫ Bi

Bf

S
(i)
h (z) dz, (2.2)

where, z is depth below the seafloor, S(i)
h is initial hydrate saturation, ρh is hydrate

density, A is the nominal area (1 m2), and θg is the fraction of methane contained in
hydrate (θg = 0.14 by assuming a hydration number of 6) . We then calculate how
much gas (γ) is necessary to establish a three-phase equilibrium zone from Bf to
the seafloor.

γ = Aθgρh

∫ Bf

0

Seqh (z) dz = Aθgρh

∫ Bf

0

(
1− c0/c

eq(z)
)

dz, (2.3)
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where Seqh is the hydrate saturation corresponding to three-phase equilib-
rium salinity (see A.1 for derivation), c0 is the initial salinity (3.5 w.t. %), and ceq is
the three-phase equilibrium salinity after complete warming. Then, the potential
for transient venting, Λ, is the ratio of gas supplied (β) to the amount of hydrate
needed to form a vent (γ):

Λ = βγ−1 (2.4)

Transient venting occurs when Λ > 1 and when a GHSZ remains after warm-
ing (Bf > 0). Complete venting occurs when the GHSZ vanishes after warming
(Bf ≤ 0), and no venting occurs under all other scenarios. This analytical approach
predicts similar behavior to the multiphase flow model. As additional validation,
we run two multiphase simulations at greater water depths and with 10 % hydrate
saturation (Table A.3). These simulations produce transient venting within the ex-
pected transient venting temperature range of the analytical model (filled circles,
Fig. 2.4).

We use equation (2.4) to analyze venting for an idealized continental mar-
gin (Fig. 2.4a,b) that has the same initial seafloor temperature and geothermal
gradient as our previous simulations. A bottom water temperature increase of 2.5
◦C shoals the base of the hydrate stability zone upward approximately 80 meters
(Fig. 2.4a, dashed lines). Complete venting occurs over a lateral distance of 400
meters, where the GHSZ vanishes (Bf ≤ 0) ). Transient venting occurs over a finite
distance down-dip of the GHSZ pinch-out. According to the linear relationship
between S

(i)
h and Λ in equations (2.2-2.4), the width of the transient venting zone

is dependent on the concentration of hydrate within the dissociated layer (thick
lines, Fig. 2.4b). For instance, a few percent hydrate saturation causes venting for
only tens of meters seaward of the GHSZ pinch-out, while nearly 100% hydrate
saturation would be necessary to cause venting several kilometers seaward of the
pinch-out (between vertical white lines, Fig. 2.4a,b). If we assume 5% hydrate sat-
uration, then the transient venting region spans approximately 200 m down-dip of
the apparent pinch-out of the GHSZ (between vertical white lines, Fig. 2.4a,b).

We evaluate the sensitivity of the analytical model (Fig. 2.5) by perturb-
ing the model from a base state. For this sensitivity, we perturb the water depth,
seafloor temperature, magnitude of warming, geothermal gradient, and initial hy-
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drate saturation. We include one base state that matches the conditions present
in the example of transient venting (Fig. 2.5a) and a second base state that does
not produce venting (Fig. 2.5b). Water depth and seafloor temperature (combined
temperature from Tsf and ∆T ) have the most dramatic effect on the results (Fig.
2.5), since they control the locations of the BGHSZ before and after warming. In
addition, the initial hydrate saturation has a significant effect on the results where
greater initial hydrate increases the potential for venting (Fig. 2.5). These basic
relationships are corroborated in the multiphase model (Fig. A.1). We provide
code at https://github.com/kdarnell/TransientVenting that calculates Λ for a given set
of input parameters. We encourage the use of this code for assessment of possible
transient venting sites.

2.7 Evidence for transient venting

We compare our venting predictions with a database of seeps identified by
Skarke et al. (2014) (Fig. 2.4c). We use their published water depths and geograph-
ical coordinates to calculate bottom water temperature using CTD data from the
World Ocean Database (A.1). These temperatures compare well with the Atlantic
Ocean thermocline (Fig. 2.4c) identified by Phrampus and Hornbach (2012).

We plot the seeps in a temperature versus water depth hydrate phase dia-
gram (Fig. 2.4c) assuming seawater salinity (3.5 wt. %) and converting water depth
to a hydrostatic pressure (with ρ = 1030 kg m−3). We identify three types of seeps
(Fig. 2.4c). Type 1 seeps (blue circles, Fig. 2.4c) are located outside of the hydrate
stability zone. Type 2 seeps (red triangles, Fig. 2.4c) are located within the hydrate
stability zone, but would require warming of less than two degrees centigrade to
destabilize hydrate. Type 3 seeps (black asterisks, Fig. 2.4c) are well within the
hydrate stability zone.

We interpret that the Type 2 seeps (29 of 577 seeps) could be transient vents,
but additional field data is needed for confirmation. We base our interpretation
on the fact that these Type 2 seeps are located where gas should not be stable (red
triangles; Fig. 2.4c) for the calculated seafloor temperature and assumed seawater
salinity. Therefore, temperature or salinity at these seeps must be locally increased
to explain their presence if thermodynamic equilibrium is assumed. The seeps

18



may even be at three-phase equilibrium as has been shown for seeps in the Gulf of
Mexico (Smith et al., 2014a). If only salinity is elevated, we calculate the elevated
salinity required for local three-phase equilibrium ranges from 3.55 wt. % to 6.1
wt. % depending on the temperature and water depth of each seep. Thus, transient
venting induced by past warming, as might have occurred since the Last Glacial
Maximum, could produce three-phase conditions and explain the present-day gas
venting at these seeps. Precise bottom water temperature, seafloor salinity, and gas
composition will test this interpretation.

2.8 Conclusion

We described transient venting where gas flows upward through the hydrate
stability zone and into the ocean from hydrate-dissociated deposits. In this pro-
cess, gas passes upward through the hydrate stability zone by progressively build-
ing a temporary three-phase equilibrium zone towards the seafloor. Hydrate sys-
tems near the feather-edge of stability may exhibit transient venting when hydrate
deposits are warmed above a critical threshold. We established a hydrate vent-
ing criterion that can be applied to continental margins around the globe to assess
potential venting and to infer subsurface hydrate concentration where venting is
observed.

We compared our multiphase fluid flow model with a conductive heat flow
model, and we showed that venting is predicted only in the multiphase fluid flow
model. The result between models differ because the multiphase model includes
phase changes, gas flow, and salinity changes. This model disparity is most pro-
nounced at the feather-edge of stability, where transient venting occurs. Thus, dra-
matic, down-dip shifts in the hydrate stability zone as predicted by conductive,
heat flow models (Berndt et al., 2014, Hautala et al., 2014, Phrampus and Horn-
bach, 2012) may inaccurately predict when and where venting occurs along the
margin.
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Figure 2.4: Venting predictions for an idealized continental margin using sim-
ple analytical model (Equations (2.2)-(2.4)) and venting observations from a seep
database. (a) Dip-section of continental margin taken from Eastern Atlantic. Black
dashed line denotes initial BHSZ (Bi), and blue dashed line denotes warmed BHSZ
(Bf ) e. (b) Modeled warming response for initial 3 ◦C seafloor temperature with 40
◦C/km thermal gradient and initial salinity of 3.5 wt. %: complete venting (red re-
gion) for a large warming, no venting (green region) for a small warming, and tran-
sient venting (gray region) for warming in between end-member responses. Tran-
sient venting at a given temperature change occurs at hydrate saturation greater
than saturation curve. Black, filled circles denote multiphase simulation results
(Fig. 2.2,2.3; Table A.3) that record transient venting at 10% hydrate saturation. Ver-
tical white lines denote region where transient venting is expected at warming of
2.5 ◦C for 5% and 100% hydrate saturation. (c) Hydrate phase diagram of calcu-
lated bottom water temperature using CTD from World Ocean Database (Levitus
et al., 1998) versus reported water depth for the 577 seeps observed by Skarke
et al. (2014). Faint black and red lines denote the Atlantic Ocean and Gulf Stream
thermoclines identified by Phrampus and Hornbach (2012). Dashed line denotes
the three-phase equilibrium (L+G+H) boundary for a salinity of 3.5 wt. % and a
density of 1030 kg m−3. Hydrate stability (L+H) occurs below L+G+H boundary.
Twenty-nine Type 2 seeps (red triangles) are estimated to lie within the present day
hydrate stability zone, but less than 2 ◦C from destabilization.
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Chapter 3

Subsurface injection of combustion power plant effluent as a

solid-phase carbon dioxide storage strategy

3.1 Abstract

1Long-term geological storage of CO2 may be essential for greenhouse gas
mitigation, so a number of storage strategies have been developed that utilize a
variety of physical processes. Recent work shows that injection of combustion
power plant effluent, a mixture of CO2 and N2, into CH4 hydrate-bearing reser-
voirs blends CO2 storage with simultaneous CH4 production where the CO2 is
stored in hydrate, an immobile, solid compound. This strategy creates economic
value from the CH4 production, reduces the pre-injection complexity since costly
CO2 distillation is circumvented, and limits leakage since hydrate is immobile.
Here, we explore the phase behavior of these types of injections and describe
the individual roles of H2O, CO2, CH4, and N2 as these components partition
into aqueous, vapor, hydrate, and liquid CO2 phases. Our results show that CO2

storage in sub-permafrost or sub-marine hydrate-forming reservoirs requires co-
injection of N2 to maintain two-phase flow and limit plugging.

3.2 Introduction

Hydrates, or hydrate clathrates, are non-stoichiometric, ice-like solid com-
pounds that form at low temperatures and high pressures (Sloan Jr and Koh, 2007).
The hydrate unit cell consists of hydrogen-bonded H2O molecules organized as
cages of various sizes and structures that enclose gas molecules, called guest-
molecules (Sloan Jr and Koh, 2007). Simple hydrates are composed of a single

1This chapter published as: Darnell, K. N., P. B. Flemings, and D. DiCarlo (2017), Subsurface
injection of combustion power plant effluent as a solid-phase carbon dioxide storage strategy, Geo-
phys. Res. Lett., 44, 5521-5530, doi:10.1002/2017GL073663.

I conceived and designed this study, wrote the code to perform calculations, conducted the anal-
ysis, made the figures, and wrote the manuscript. Peter Flemings edited the manuscript for clar-
ity and provided valuable feedback on the manuscript contents. David DiCarlo also edited the
manuscript for clarity and provided valuable feedback on the figures and the analysis.
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guest-molecule (e.g., CH4 hydrate, CO2 hydrate, H2S hydrate), while mixed hy-
drates are composed of multiple guest-molecules. On Earth CH4 hydrates form
in sediment buried below the seafloor throughout the world’s oceans and below
permafrost in the arctic (Wallmann et al., 2012, Milkov, 2004b). Mixed hydrates of
CH4 and heavier hydrocarbons likely form where natural gas buoyantly ascends
towards the seafloor (Smith et al., 2014c, Paganoni et al., 2016), and mixed hy-
drates of CO2 and H2S naturally form pipe-like structures on the seafloor near
CO2 vents (Swart et al., 2000).

Hydrates provide ideal storage for gas molecules because they are dense,
immobile solids. For example, massive deposits of naturally occurring CH4 hy-
drates sequester CH4 with an energy density exceeding that of natural gas for a
suite of pressure-temperature conditions (Boswell and Collett, 2011). For this rea-
son, CH4 production of hydrates is a possible future energy resource (Boswell,
2007), and significant research has been undertaken to understand how and where
CH4 hydrates could be produced (Collett et al., 2012, Moridis et al., 2007, Moridis
and Reagan, 2011). The natural storage potential of CH4 hydrates motivated sev-
eral hydrate-based CO2 storage strategies (House et al., 2006, You et al., 2015, Sun
and Englezos, 2017). Storage of CO2 as hydrate would limit fluid leakage into the
surrounding environment (House et al., 2006) and would sequester the carbon for
thousands of years (House et al., 2006). While these strategies demonstrate CO2

hydrate storage is possible in deep (House et al., 2006) or shallow (You et al., 2015)
marine environments, they require injection of pure CO2 and do not provide any
useful by-product.

Hydrate-based “guest-molecule exchange” is a technique in which fluid/gas
injections into CH4 hydrate-bearing reservoirs induce simultaneous CH4 produc-
tion and CO2 storage (Ohgaki et al., 1996, Kang et al., 2014, Boswell et al., 2017).
The process exchanges CH4 held in hydrate cages for the injected components re-
sulting in CH4-enriched gas and mixed hydrate enriched in the injected gas (Park
et al., 2006, Lee et al., 2013, Boswell et al., 2017). Early work (Ohgaki et al., 1996,
Ota et al., 2005b, Lee et al., 2003, Graue et al., 2008) suggested pure CO2 injec-
tion because it is more stable than CH4 as a hydrate-former and because injection
of additional components could reduce CO2 storage capacity. However, evidence
from the laboratory (Park et al., 2006, Birkedal et al., 2015, Seo et al., 2015) and the
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field (Schoderbek and Boswell, 2011, Boswell et al., 2017) show that co-injections of
N2 and CO2 such as combustion power plant effluent, or flue gas (i.e., 80 mol.% N2

and 20 mol.% CO2), may be necessary to achieve exchange under water-rich field
conditions, which conveniently circumvents pure CO2 distillation from flue gas.

However, fluid and heat flow models of multi-component hydrate systems
are currently primitive (White and Suk Lee, 2014, Anderson et al., 2014), so the
dynamics within the interior of the reservoir are still ambiguous. At present, re-
search on hydrate-based guest-molecule exchange relies on effluent histories from
core-scale experiments (Youn et al., 2016, Birkedal et al., 2015, Seo et al., 2015) us-
ing theoretical (Sun and Englezos, 2017, Birkedal et al., 2015) or experimental (Sun
et al., 2016) mixed hydrate stability curves at specific compositional mixtures. For
instance, effluent histories from laboratory experiments demonstrate exchange is
possible by injection of flue gas into sandstone cores (Birkedal et al., 2015), sand-
packed columns (Seo et al., 2015, Yonkofski et al., 2016), and glass bead-packed
columns (Youn et al., 2016). Effluent histories from a field-scale production test on
the northern Alaskan slope also show successful exchange from flue gas injection
into a reservoir overlain by 500 m of permafrost (Schoderbek and Boswell, 2011,
Boswell et al., 2017).

The exact mechanism responsible for the improved efficiency of flue gas
injections over pure CO2 injections is unclear (Kang et al., 2014, Koh et al., 2012,
Birkedal et al., 2015). In pure CO2 injections into water-limited systems, a solid-
solid exchange process occurs in which hydrate cages remain intact as CH4 diffuses
out of hydrate into the vapor and CO2 diffuses out of vapor into the hydrate (Ota
et al., 2005a). In pure CO2 injections into water-rich systems, excessive CO2 hy-
drate formation restricts fluid flow and limits exchange (Birkedal et al., 2015). The
input of N2 (or O2) facilitates a thermodynamically favorable workaround to these
issues (Kang et al., 2014, Birkedal et al., 2015) that is fundamentally different from
pure CO2 injections. Boswell et al. (2017) interpreted the field test results of flue
gas injection as a “bulk exchange” of CH4 for CO2 that combined mixed hydrate
formation with hydrate dissociation. Kang et al. (2014) similarly described co-
injections as a “replacement and decomposition” process, while pure CO2 injec-
tions were exclusively a “replacement” process. The ambiguity of co-injection dy-
namics is compounded because pure N2 injections have also been invoked as a
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hydrate dissociation mechanism for hydrate-plugged pipelines in a method called
“nitrogen-purging” (Panter et al., 2011). It is therefore unclear how co-injections
of N2 and CO2 into water-rich CH4 hydrate-bearing reservoirs result in “bulk
exchange” of CO2 for CH4 or how the dynamics of a “bulk exchange” (Boswell
et al., 2017) differ from original descriptions of solid-state “guest molecule ex-
change” (Ohgaki et al., 1996, Ota et al., 2005a).

To elucidate dynamical compositional changes that occur in mixed hydrate
systems, we focus on the compositionally-dependent thermodynamic stability of
mixed and simple hydrates of H2O/CH4/CO2/N2 mixtures. We analyze the sys-
tem using a pressure versus temperature phase diagram (Fig. 3.1), compositional
ternary phase diagrams (Fig. 3.2), and compositional quaternary phase diagrams
(Figs. 3.3,3.4). We directly compare (Fig. 3.4) a N2-rich injection to a CO2-rich in-
jection and show that the emergence of three-phase equilibrium in N2-rich injec-
tions maintain two mobile phases in addition to the immobile hydrate phase. This
allows phase-wise partitioning of the components where N2 dissociates CH4 hy-
drate and CO2 forms mixed hydrate. Our findings fundamentally explain the role
N2 plays in the conflicting, ambiguous processes present during injection of N2

and CO2 mixtures into CH4 hydrate-bearing sediment. We restrict our analysis
to a fresh water system for simplicity, so these results are directly applicable to
hydrate-forming, sub-permafrost environments like the field site, Ignik Sikumi on
Alaska’s northern slope (Boswell et al., 2017). However, these results are equally
applicable to hydrate-forming saline systems since salt impacts hydrate stability
through freezing-point depression. Thus, our results hold for hydrate-based CO2

storage in sub-marine environments where CH4 hydrate is abundant (Boswell and
Collett, 2011).

3.3 Methods

We simulate thermodynamic stability of mixed and simple hydrates us-
ing a flash-type computational framework (Sloan Jr and Koh, 2007, Ballard and
Sloan, 2004a) coupled with equations of state that are accurate and suitable for
hydrates (Ballard and Sloan Jr, 2002, Jager et al., 2003). We compare individual
flash calculations to the thermodynamic simulator CSMGem (Ballard and Sloan,
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2004b) (Table S2,S3), which was experimentally validated for H2O/CH4/CO2/N2

mixtures (Sun et al., 2016). However, we cannot directly compare our ternary or
quaternary diagrams with CSMGem because CSMGem does not have this capa-
bility. Small differences in the calculations potentially change minor things about
the presented phase diagrams, but would not eliminate the fundamental finding
of three-phase equilibrium regions in the composition space.

We focus our analysis primarily on a single thermodynamic condition, 50
bar and 4 ◦C (black circle, Fig. 3.1) to describe the details of the phase diagrams.
We simulate various other thermodynamic conditions (squares and diamonds,
Fig. 3.1) and present the variability of the phase diagrams as a function of pres-
sure and temperature (Fig. B.4,B.5). Our simulated thermodynamic conditions are
comparable to the experimental conditions of other studies (cross marks, Fig. 3.1)
summarized in Table B.1, including the field test at Ignik Sikumi (Schoderbek and
Boswell, 2011, Boswell et al., 2017), on the northern slope of Alaska, USA (≈85 bar,
≈4 ◦C).

We consider the possibility of an aqueous phase (Aq), a vapor phase (V),
a liquid CO2 phase (L), and a hydrate phase (H). We restrict the calculation to
temperatures above 0 ◦C (i.e., no ice phase) and consider only structure 1 hydrate.

These results apply to fresh water systems since we do not explicitly model
the impact of salt on the phase diagrams. However, it is well-known that salt
impacts hydrate stability through freezing point depression, similar to the freezing
of water. Thus, our results also apply to saline systems.

3.4 Results and Discussion

We present numerous phase diagrams at various thermodynamic condi-
tions that span the pressure-temperate regime most relevant for hydrate-based
CO2 storage. At 50 bar and 4 ◦C (black circle, Fig. 3.1), we show ternary phase
diagrams (Fig. 3.2) where one of the four components is absent. At these condi-
tions, simple (i.e., a single guest) CH4 hydrate (brown line, Fig. 3.1) and simple
CO2 hydrate (purple line, Fig.3.1) are stable, while simple N2 hydrate (teal line,
Fig. 3.1) is not stable. Liquid CO2 (dashed purple line, Fig. 3.1) is stable, but va-
porizes when combined with sufficient N2 and/or CH4. Hydrate stability curves
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Figure 3.1: Pressure-temperature phase diagram for simple (single guest) hydrates,
mixed hydrates (multiple guests), and vapor-liquid equilibrium of CO2. Mixtures
are reported in mole percent. Stable phases are labeled above and below phase
boundaries. Colored markers indicate pressures and temperatures analyzed in
subsequent figures. Black crosses designate experimental conditions reported in
Table B.1.

for an infinite number of mixtures with these components could also be plotted.
For reference, we show the stability curves for a 50 mol.% CH4 and 50 mol.% CO2

mixture (pink line, Fig. 3.1) and an 80 mol.% N2 and 20 mol.% CO2 mixture (red
line, Fig. 3.1). We explore additional thermodynamic conditions (squares and di-
amonds, Fig. 3.1) with ternary (Fig. 3.2, Fig. B.4,B.5) and quaternary (Figs. 3.3,3.4,
Fig. B.4) phase diagrams.
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3.4.1 Ternary Diagrams at 50 bar and 4 ◦C

The ternary phase diagrams (Fig. 3.2) show the compositionally-dependent
phase stabilities when one of the four components is absent. The aqueous (Aq)
single-phase zone occurs near the H2O vertices at compositions below the mixture
solubility. The vapor (V) single-phase zone occurs near the H2O-free ternary edge
at compositions below the vapor saturation of H2O. The liquid CO2 (L) single-
phase zone occurs near the CO2 vertex.

In all ternary diagrams (Fig. 3.2), an abrupt phase transition separates the
hydrate-vapor (H-V) two-phase zone from the aqueous-hydrate (Aq-H) two-phase
zone. This transition is visible in the blow up of the ternary diagrams (Figs. 3.2b,d,f)
and occurs for both mixed and simple hydrates (e.g., along H2O-CH4 ternary edge
of Figure 3.2a). It is commonly referred to as the transition separating the excess-
water zone (i.e., Aq-H zone) from the excess-gas zone (i.e., V-H zone). Between
these two-phase zones, a single-phase hydrate zone (orange shaded area, Fig. 3.2)
is present such that the hydrate composition is identical to the overall composition.

Two distinct types of three-phase zones occur within these ternary dia-
grams. In the H2O/CH4/N2 (Figs. 3.2c,d) and H2O/CO2/N2 (Figs. 3.2e,f) ternary
diagrams, an aqueous-hydrate-vapor (Aq-H-V) three-phase zone occurs near the
middle of the ternary diagrams. The Aq-H-V zones separate the aqueous-vapor
(Aq-V) two-phase zone from the hydrate stable zones. At low N2 abundance rel-
ative to the other guests hydrate is stable, while hydrate is not stable at high N2

abundance relative to the other guests (gray regions, Fig. 3.2). In the H2O/CH4/CO2

(Figs. 3.2a,b) and H2O/CO2/N2 (Figs. 3.2e,f) ternary diagrams, a liquid-hydrate-
vapor (L-H-V) three-phase zone occurs near the ternary edge connecting CO2 and
H2O. This zone separates the liquid-hydrate (L-H) zone from the hydrate-vapor
(H-V) zone. At high CO2 abundance relative to the other guests, liquid CO2 is
stable, while vapor is stable at low CO2 abundance relative to the other guests.

3.4.2 Quaternary Diagrams at 50 bar and 4 ◦C

The ternary diagrams (Fig. 3.2) are equivalent to exterior faces of a larger
quaternary diagram of the complete H2O/CH4/CO2/N2 system, so the informa-
tion contained in the ternary diagrams can be extrapolated to the quaternary dia-
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grams. We highlight the two most important features of the ternary diagrams: the
hydrate unstable zone (gray zone, Figs. 3.2c-f) and the Aq-H-V three-phase zone
(teal tie triangle, Figs. 3.2c-f). We show how these zones project onto the exterior
of the quaternary diagram (Fig. 3.3a) and extend through the interior of the qua-
ternary diagram (Figs. 3.3b-d).

The Aq-H-V three-phase zone is not simply a tie triangle on the exterior
faces, but instead a sequence of tie triangles that spans from the H2O/CH4/N2

exterior face to the H2O/CO2/N2 exterior face. The interior tie triangles have con-
tinuous composition variations in the aqueous, hydrate (orange line, Figs. 3.3,3.4),
and vapor phases (red line, Figs. 3.3,3.4). The complete Aq-H-V three-phase zone
within the quaternary diagram is a three-dimensional volume bounded by sur-
faces connecting the vapor and aqueous phases (teal surface, Fig. 3.3b), the aque-
ous and hydrate phases (teal surface, Fig. 3.3c), and the hydrate and vapor phases
(teal surface, Fig. 3.3d). Each surface of the Aq-H-V three-phase zone represents a
family of tie triangle edges (thin, black lines Fig. 3.3).

The one-, two-, and three-phase zones of the ternary diagrams are defined
analogously in the quaternary diagram. Hydrate is unstable at compositions whose
N2 fraction exceeds the N2 fraction on the surface of the Aq-H-V zone connecting
the aqueous and vapor phases (gray zone, Fig. 3.3), and compositions in this zone
fall on tie lines connecting the aqueous and vapor phases. Three-phases (Aq-H-V)
are stable for compositions inside the Aq-H-V bounded volume, and each compo-
sition has a corresponding tie triangle that connects the three phases (thin, black
lines on teal surfaces, Fig. 3.3). Hydrate is stable at compositions whose N2 fraction
does not exceed the N2 fraction on any surface of the Aq-H-V three-phase zone.
Hydrate stable compositions with a H2O fraction below≈86 mol.% fall on tie lines
in the H-V zone. Likewise, hydrate stable compositions with a H2O fraction above
≈86 mol.% fall on tie lines in the Aq-H zone. Although not pictured, compositions
near the CO2 edge of the quaternary diagram form a liquid CO2 phase. Thus, there
are L, L-H, and L-H-V zones near the CO2 edge that span the interior of the qua-
ternary diagram between the analogous zones of the exterior faces in the ternary
diagrams. We exclude the liquid CO2 zones from the quaternary diagram because
they are not relevant for the rest of the discussion.
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3.4.3 Injection Comparison

Our results show how variations in composition of a hydrate system con-
taining N2 lead to changes in phase stability and the potential for three-phase
equilibrium. These results illuminate how the dual function of N2 as a hydrate-
inhibitor at high abundance and a hydrate-former at low abundance combine to
produce a Aq-H-V three-phase equilibrium zone. Previous work suggests that N2

is either a hydrate-inhibitor (Panter et al., 2011) or a hydrate-former (Youn et al.,
2016, Park et al., 2006), both not both. Yet, laboratory results (Birkedal et al., 2015,
Kang et al., 2014) and the Ignik Sikumi field test (Schoderbek and Boswell, 2011,
Hauge et al., 2014, Boswell et al., 2017) hinted that the system evolved in a more
complex way than this mutually exclusive binary categorization. Simulations of
hydrate exchange at Ignik Sikumi (White and Suk Lee, 2014, Anderson et al., 2014,
Hauge et al., 2014) may demonstrate three-phase stability; however, neither the
simulations (Anderson et al., 2014) nor the thermodynamic underpinning (Garap-
ati and Anderson, 2014) directly addresses three-phase equilibrium. Furthermore,
pseudo-ternary diagrams of the H2O/CH4/CO2/N2 system (Garapati and Ander-
son, 2014) suggest that only Aq-H or H-V two-phase stability is possible.

Our analysis explains how phase stability is impacted by overall mixture
composition, but gas injections are dynamic processes in which local compositions
constantly change due to the flow of one or more phases (Anderson et al., 2014,
Youn et al., 2016). Enhanced oil recovery is another dynamic injection process that
couples multi-phase flow with phase behavior and is often modeled with the aid
of a graphical visualization to analyze the evolution of the reservoir (Orr, 2007).
Here we borrow the graphical techniques of enhanced oil recovery to understand
the first order response of gas injections into CH4 hydrate reservoirs. In partic-
ular, we compare injections rich in CO2 (J1, Fig. 3.4a) with those rich in N2 (J2,
Fig. 3.4b). We use the graphical analysis to show how phases stabilities change
(area plots, Fig. 3.4) when either injection is linearly combined with a hypothetical
reservoir composition (I , Fig. 3.4) along a mixing line connecting the injections to
the reservoir (J1-I and J2-I , Fig. 3.4). Along each mixing line, the compositions of
each stable phase also change (line plots, Fig. 3.4), which has implications for the
transport of each component.

The CO2-rich injection (J1-I , Fig. 3.4a) is initially a single-phase vapor, but
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small increases in H2O fraction form hydrate in the two-phase H-V zone (yellow
portion of mixing line, Fig. 3.4a). Along the mixing line from J1 to I , the H2O frac-
tion increases and more hydrate forms within the two-phase H-V zone (area plot,
Fig. 3.4a). When the H2O fraction exceeds the H2O fraction within the hydrate
phase, the mixing line abruptly transitions into a two-phase Aq-H zone (black
portion of mixing line, Fig. 3.4a). Thus, all compositions along the mixing line
are hydrate stable with excess material in only one other phase. This is character-
istic of the current conceptual picture for guest-molecule exchange. In this type
of injection, the injected gas forms mixed hydrate whose composition is different
than the initial CH4 hydrate, but the injection does not induce hydrate dissociation.
We suspect that these type of injections are solid-solid, diffusion-based transport
processes (Ota et al., 2005a). Furthermore, the constant hydrate stability along the
mixing line might lead to plugging of the reservoir as the injected material forms
hydrate with H2O initially in the pore space, eventually restricting fluid flow.

Conversely, the N2-rich injection (J2-I , Fig. 3.4b) is initially a single-phase
vapor and does not form hydrate when the H2O fraction is moderately increased.
Instead, mixtures with small H2O fractions are located in the two-phase Aq-V zone
(gray portion of mixing line, Fig. 3.4b). Mixtures with a substantial H2O fraction
are in the three-phase Aq-H-V zone (teal portion of mixing line, Fig. 3.4b), and
mixtures with large H2O fraction are in the two-phase Aq-H zone (black portion
of mixing line, Fig. 3.4b). This means the injected composition could dissociate
the initial CH4 hydrate or form mixed hydrate depending on the local mixture.
In addition, most mixtures along the mixing line have aqueous and vapor phase
stabilities, so two-phase flow is possible. Therefore, the local mixtures will con-
stantly change as the flowing phases move downstream at different speeds and
with different compositions. The difference in compositions between the vapor
and hydrate phases (line plots, Fig. 3.4b) will have a significant impact on the in-
ternal dynamics of the reservoir, since the vapor and aqueous phases are mobile,
but the hydrate phase is not. Based on this analysis, CO2 (dot-dashed-line plots,
Fig. 3.4b) preferentially enters the hydrate phase and, thus, slowly penetrates the
reservoir because hydrate is immobile. In addition, N2 (solid-line plots, Fig. 3.4b)
preferentially enters the vapor phase, and thus, quickly penetrates the reservoir
due to the high mobility of the vapor phase. At three-phase equilibrium (teal por-
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tion of mixing line, Fig. 3.4b), CH4 (dashed-line plots, Fig. 3.4b) and N2 (solid-
line plots, Fig. 3.4b) enrich the vapor phase, while CO2 (dot-dashed-line plots,
Fig. 3.4b) enriches the hydrate and aqueous phases. This phase-wise fractionation
may lead to highly mobile, N2-rich vapor that dissociates the initial CH4 hydrate
deep into the reservoir, while most of the injected CO2 forms immobile, mixed
hydrate close to the injection. We surmise that these type of injections are the
types that maintain injectivity (i.e., prevent plugging) (Birkedal et al., 2015) and al-
low for a combination of guest-molecule exchange and hydrate dissociation (Kang
et al., 2014, Boswell et al., 2017) that has been called a “bulk exchange” (Boswell
et al., 2017). Therefore, the mechanism responsible for the improved efficiency of
flue gas injections compared to CO2-rich injections is the partitioning into hydrate
stable/unstable zones, which transports each component through the reservoir at
different speeds and in different phases.

A dynamic analysis that includes fluid flow would likely show that the in-
jection and reservoir compositions do not connect linearly, but instead connect
along a complicated non-linear path. This type of analysis is beyond the scope
of this work; however, extensive gas injection analyses (Orr, 2007) indicate that
the linear mixing/dilution line provides a first-order approximation to the phase
stability and flow behavior of reservoir injections.

3.5 Implications and Other Applications

Our injection comparison suggests there may be optimal conditions for stor-
age of CO2 as hydrate and/or production of CH4 hydrates. Optimal CO2 storage
occurs when the injection mixture is at or near three-phase equilibrium. Such mix-
tures avoid excessive hydrate build-up near the injection and also store CO2 in the
aqueous and hydrate phases. The amount of mixed CO2 hydrate formation de-
pends on the local mixture everywhere within the reservoir, which is impacted by
fluid and heat flow in addition to the reservoir characteristics. Optimal CH4 hy-
drate production occurs when the injection is very unstable to hydrate formation
such as pure N2, N2-rich mixtures of N2 and CO2, or air (Kang et al., 2014). While
most studies of injections at hydrate-forming conditions focus on simultaneous
storage of CO2 as hydrate and production of CH4 hydrates (i.e., ‘guest-molecule
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exchange’), our work implies that the maximum exchange of guests may be a
two-stage process. In stage one, pure N2 injection produces methane hydrates (i.e.
‘nitrogen-induced production’). In stage two, co-injection of N2 and CO2 mixtures
store CO2 in hydrates (i.e. ‘nitrogen-assisted storage’). We outline these individual
processes below.

3.5.1 Nitrogen-induced Production

Methane hydrate production by N2 injection likely behaves similarly to the
injections of N2 and CO2 mixtures we presented, but with more dissociation and
less exchange. While one appeal of guest-molecule exchange for CH4 hydrate pro-
duction is that it maintains structural integrity of the reservoir during production,
itâĂŹs not clear that a reservoir will actually collapse due to rapid dissociation
from any production technique (Terao et al., 2014). Therefore, it’s reasonable to
directly inject a cheap hydrate-inhibitor, such as N2, to produce hydrate and by-
pass the exchange process altogether. Our analysis shows that mixed hydrate may
still form, which could provide more structural integrity during production than
would occur from depressurization alone. In addition, laboratory experiments of
nitrogen-purging in hydrate-plugged pipelines already show that N2 injection is
an efficient technique for hydrate dissociation (Panter et al., 2011), so it would
likely perform equally well in natural reservoirs.

3.5.2 Nitrogen-assisted Storage

CO2 storage as hydrate is possible without CH4 hydrate production (House
et al., 2006, Rochelle et al., 2009, You et al., 2015) in various marine and arctic set-
tings due to the favorable thermodynamic conditions for CO2 hydrate formation.
The limiting factor on CO2 storage as hydrate is the possibility of excessive hydrate
buildup (House et al., 2006) near the injection or anywhere else within the reser-
voir. An efficient technique for CO2 storage would need to deal with this issue by
sufficiently limiting CO2 hydrate formation. Our analysis shows that N2 acts as
a hydrate-inhibitor that buffers hydrate formation, so flue gas injection into fresh
or saline water may avoid the plugging issues associated with hydrate-based pure
CO2 storage. This type of storage could be applied in reservoirs first depleted in
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CH4 hydrate by any production technique or in aquifers at hydrate-forming con-
ditions.

3.6 Conclusion

Our results show that three-phase equilibrium is a prevalent feature of hy-
drate systems that include N2 at thermodynamic conditions unfavorable to simple
N2 hydrate stability. This type of three-phase equilibrium demonstrates that, even
at fixed temperature and pressure, N2 behaves as a hydrate-inhibiting substance,
as well as a hydrate-forming substance depending on its relative abundance. Fur-
thermore, the three-phase equilibrium conditions that occur in hydrate systems
consisting of H2O/CH4/CO2/N2 are likely the reason that injections of N2 and
CO2 mixtures (i.e., flue gas) have successfully produced CH4 hydrate and stored
CO2 as hydrate in the lab and in the field through a “bulk exchange”. Injections
rich in N2 combine mixed hydrate formation with hydrate dissociation thereby
limiting massive hydrate formation that otherwise causes plugging. Injections of
this type contrast with pure CO2 and CO2-rich injections in which hydrate for-
mation will approach 100% saturation, if sufficient water is supplied. Since injec-
tion composition significantly impacts phases stabilities, results from one injection
composition cannot be applied to another injection composition without a phase
behavior analysis. An optimal strategy for combined CO2 storage as hydrate and
CH4 hydrate production may be a two-stage process. In stage one, injection of
pure N2 or air into CH4 hydrate-bearing reservoirs produces all CH4 in the reser-
voir through dissociation. In stage two, injection of flue gas, which is at or near
three-phase equilibrium, into the CH4-depleted reservoir stores CO2 in the reser-
voir within all stable phases including hydrate, while limiting hydrate formation
near the injection.

Our results apply to all environments with hydrate-forming thermodynamic
conditions, such as sub-permafrost and sub-marine CH4 hydrate-bearing reser-
voirs. Further heat and flow modeling work is required to understand the specific
partitioning that occurs during hydrate-related gas injection processes. While this
work is directly related to hydrate-based exchange by flue gas injection, the impli-
cations of multi-phase stability may be applicable to other mixed hydrate systems.
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Figure 3.2: Ternary phase diagrams for H2O/CH4/CO2 mixtures (a-b),
H2O/CH4/N2 mixtures (c-d), and H2O/CO2/N2 mixtures (e-f) at 4 ◦C, 50 bar,
(black circle, Fig. 3.1). Top row (a,c,e): Complete ternary diagram. Bottom row
(b,d,f): Enlarged ternary diagrams near H2O vertex. Mole percent of lower-right
component, lower-left component, and H2O are labeled along bottom, left, and
right axes, respectively. Two-phase zones (e.g., H-V, Aq-H, H-L) have tie lines con-
necting stable phases drawn with thin, black lines. Three-phase zones (L-H-V,
Aq-H-V) are indicated by shaded tie triangles. A single-phase hydrate is shaded
in orange. The two-phase zone Aq-V is shaded in gray. A hypothetical reservoir
composition of 50 mol.% of methane hydrate and 50 mol.% fresh water is marked
with a crossed-circle, and an injection composition of 80 mol.% N2 and 20 mol.%
CO2 is marked with a white triangle.
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Figure 3.4: Comparison of injections at 4 ◦C, 70 bar (blue square, Fig. 3.1). Qua-
ternary diagrams show mixing lines (J1-I , J2-I) that linearly connect injections to
a hypothetical reservoir composition I (93/07 mol.% (H2O/CH4)). Shaded plots
show molar phase fraction as a function of H2O mole fraction. Line plots show
phase-wise, guest-only composition as a function H2O mole fraction. a) CO2-rich
injection (30/70 mol.% (N2/CO2)) J1 is a vapor phase. Yellow portion of mixing
line J1-I is in the H-V two-phase zone, and black portion (above 86 mol.% H2O)
is in the Aq-H two-phase zone. b) N2-rich injection (80/20 mol.% (N2/CO2)) J2

is a vapor phase. Gray portion of mixing line J2-I is hydrate unstable (Aq-V), teal
portion is at three-phase equilibrium (Aq-H-V), and black portion is hydrate stable
(Aq-H).
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Chapter 4

Nitrogen-driven chromatographic separation during gas injection

into hydrate-bearing sediments

4.1 Abstract

1Hydrates are solid phases primarily composed of water cages enclosing
gas molecules that may host large quantities of recoverable natural gas and may
serve to sequester carbon dioxide on geological time scales. Most hydrate stud-
ies focus on hydrates containing a single gas component, such as methane or car-
bon dioxide, but there are several settings in which multiple components form
hydrate mixtures, or mixed hydrates, including a promising subsurface injection
technique that claims to simultaneously recover methane and sequester carbon
dioxide called ’guest molecule exchange’. Here, we combine multi-component
phase behavior for hydrate-forming systems with a multi-phase fluid flow simu-
lator to understand the evolution of hydrate and non-hydrate phases during sub-
surface injection. We simulate various scenarios for systems composed of water,
methane, carbon dioxide, and nitrogen. Our study probes the impact of the in-
jection composition, the initial reservoir composition, and the transport of each
component through the model domain. We observe chromatographic separation,
or a compositional profile along the domain, from the combined effect of compo-
sitional partitioning in each phase, variable flow speed of each phase, and compo-
sitional dependence of phase stabilities. Our results provide insight into the reser-
voir dynamics during guest molecule exchange that we apply to a field test on the
northern Alaskan slope and various laboratory studies. We show that nitrogen
drives the chromatographic separation to create a methane-free zone and a carbon
dioxide-free zone that are connected by a continuous nitrogen-dominated vapor
phase. These results imply that guest molecule exchange acts more like two se-
quential processes rather than as a simultaneous process. These results also show
that injections into reservoirs with and without free water have vastly different
behaviors, which has implications for the interpretation of other studies.

1This chapter to be submitted to Water Resources Research in May 2018
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4.2 Introduction

‘Guest molecule exchange’ is a subsurface injection technique in which gas
(i.e., vapor), composed of carbon dioxide or a carbon dioxide and nitrogen mixture,
is injected into a reservoir containing methane to sequester carbon dioxide with
simultaneous methane recovery (Boswell et al., 2017). This technique is similar
to enhanced coalbed methane recovery (White et al., 2005), but the setting, phys-
ical mechanism, and pressure-temperature condition vary significantly between
the two techniques. Enhanced coalbed methane recovery leverages the adsorp-
tion of molecules onto coal surfaces at high pressures, high temperatures, and in
reservoirs occupied by coalbeds (White et al., 2005). In contrast, guest molecule
exchange leverages hydrate clathrate (i.e., hydrate), a solid phase that forms at
high pressures, low temperatures, and in the presence of water (Boswell et al.,
2017). Hydrate is characterized by water cages that enclose guest molecules such
as methane or carbon dioxide (Sloan Jr and Koh, 2007). In both techniques, the
injection of carbon dioxide is designed to alter either the adsorption of methane
(White et al., 2005) or the hydrate stability of methane such that carbon dioxide
replaces methane originally within the reservoir (Ohgaki et al., 1996, Park et al.,
2006). In fact, the name ’guest molecule exchange’ comes from the intended ex-
change of methane for carbon dioxide within hydrate cages (Ohgaki et al., 1996).
In both techniques, carbon dioxide has a greater affinity than methane to either
adsorb onto coal surfaces (White et al., 2005) or form a hydrate phase (Park et al.,
2006, Sloan Jr and Koh, 2007). The two techniques have differing levels of commer-
cial interest, technical feasibility, and physical understanding, but the similarity
between the transport physics suggests analytical tools used for enhanced coalbed
methane recovery may advance our understanding of guest molecule exchange.

Guest molecule exchange is commercially attractive because massive methane
hydrate deposits naturally occur in subpermafrost and submarine environments
(Boswell et al., 2017, Milkov, 2004a) and may be technically feasible as demon-
strated by several laboratory experiments (Birkedal et al., 2015, Kang et al., 2014,
Park et al., 2006) and a field test on the northern slope of Alaska at a site called
‘Ignik Sikumi’ (Boswell et al., 2017). However, the economic benefit of the tech-
nique is unclear because uncertainty in estimates of methane hydrate inventories
(Boswell and Collett, 2011, Milkov, 2004a) and because uncertainty in the cost as-
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sociated with subsurface injection of carbon dioxide in addition to the pre-injection
carbon dioxide purification and transportation. More importantly, the feasibility
of the technology is hindered by a lack of understanding concerning the exchange
mechanism (Salamatin et al., 2015), exchange efficiency (Birkedal et al., 2015), and
the impact of the injection composition (Birkedal et al., 2015, Kang et al., 2014).
In particular, there is ongoing ambiguity concerning the role nitrogen plays in the
feasibility of guest molecule exchange. For example, the exact mixture injected at
Ignik Sikumi was ≈77% N2 and ≈23% CO2, yet guest molecule exchange is of-
ten conceptualized as a direct exchange of CO2 for CH4 with limited mention of
N(Anderson et al., 2014, Birkedal et al., 2015, Boswell et al., 2017).

In contrast to most studies, Darnell et al. (2017) hypothesized that, during
guest molecule exchange, nitrogen drives dissociates of methane hydrate within
the reservoir independent of carbon dioxide and that additional flow modeling
similar to that performed for enhanced coalbed methane recovery (Seto et al., 2009,
Jessen et al., 2008) could test this hypothesis. This hypothesis was motivated by
multi-component compositional phase diagrams (Darnell et al., 2017) of water,
methane, carbon dioxide, and nitrogen mixtures at pressure-temperature condi-
tions in which methane or carbon dioxide form single component hydrates with
water but nitrogen does not. The phase diagrams showed that mixtures of all the
components produce multicomponent hydrates, or mixed hydrates, but only un-
der mixtures conditions with limited nitrogen content. Above a certain nitrogen
threshold, hydrate was not stable and all the components partitioned into a vapor
and an aqueous (i.e., liquid water) phase. Darnell et al. (2017) also showed that the
compositional phase diagrams indicated the potential for chromatographic sepa-
ration of the components, since each component partitioned into each equilibrium
phase (i.e., aqueous, vapor, hydrate) with different compositions. The hypothe-
sized consequence was the rapid transport of some components in the most mo-
bile phases and vice versa, which is the mechanism that drives enhanced coalbed
methane recovery (White et al., 2005). This hypothesis was not tested in the labo-
ratory and few simulators can predict the system evolution (Anderson et al., 2014,
White and Suk Lee, 2014). However, results from those simulators have been ap-
plied to P-T conditions where all components form hydrate by themselves (White
and Suk Lee, 2014, Yonkofski et al., 2016) or with additional geological complex-
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ities to mimic the Ignik Sikumi field test (Anderson et al., 2014). Thus, no work
has shown whether chromatographic separation is possible when injections into
hydrate-bearing reservoirs are performed such that at least one component doesn’t
form hydrate by itself. Yet, chromatographic separation is a key aspect for analyses
of enhanced coalbed methane recovery (Seto et al., 2009, Jessen et al., 2008), which
shares many physical similarities with guest molecule exchange.

Here, we seek to understand the evolution of mixed hydrate systems during
flow when the system contains multiple components whose individual hydrate
stability varies significantly. In particular, we are interested in chromatographic
separation of each component by phase partitioning, so we formulate a model-
ing framework that captures the evolution of hydrates during multi-phase, multi-
component flow. Our motivation is to test recent hypotheses about guest molecule
exchange (Darnell et al., 2017), provide context for field (Boswell et al., 2017) and
laboratory studies of guest molecule exchange (Birkedal et al., 2015, Yonkofski
et al., 2016), and illuminate geological flow processes of multiple hydrate-forming
hydrocarbon systems (Paganoni et al., 2016). We adapt a modeling framework
that has been used for enhanced coalbed methane recovery (Jessen et al., 2008,
Seto et al., 2009), enhanced oil recovery (Orr, 2007), and various geological flow
processes (Helfferich, 1989, Sathaye et al., 2016) including the evolution of pure
methane hydrates during gas injection (You et al., 2015). In this modeling frame-
work, we assume 1-d horizontal flow and solve equations that govern fluid flow
through porous media while coupling flow to a flash simulator that predicts phase
stabilities as a function of the total composition. Our results indicate that mixed
hydrate systems do exhibit chromatographic separation and that the chromato-
graphic separation may explain observations in the field and laboratory. More
specifically, nitrogen strongly partitions into the vapor phase, while carbon diox-
ide strongly partitions into the aqueous and hydrate phases. The net consequence
of this partitioning is that nitrogen drives the dissociation of methane hydrate
far downstream in a fast-moving front, while nitrogen also combines with carbon
dioxide to form a mixed hydrate upstream in a slow-moving front. Remarkably,
this causes a complete separation of methane and carbon dioxide, which indicates
guest molecule exchange does not operate as one continuous and simultaneous
process. Instead, we observe two sequential processes that require nitrogen. In
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addition, our results establish benchmark compositional injection and initial con-
dition pairs for future laboratory experiments of guest molecule exchange. While
our simulations are idealized, they provide insight into how multiple components
interact in nonlinear ways when phase stability is coupled to fluid flow.

4.3 Methods

We simulate multiphase fluid flow in a 1-d, horizontal domain with mix-
tures composed of water, methane, carbon dioxide, and nitrogen. We inject one
composition from the left of the domain into an initial composition that fills the
entire model domain. The injection is continuous and constant. We impose an
open boundary condition on the right of the domain. We additionally assume no
dispersion, no diffusion, homogenous and fixed properties of the porous media
(i.e., constant porosity, constant permeability), and negligible capillary and gravity
forces.

We conserve mass according to equation 4.1,

∂Gi

∂t
+
∂Hi

∂x
, for i = 1, ..., Nc (4.1)

where G is the molar concentration of component i, H is the molar flux of
component i, t is time, x is the horizontal flow direction, and Nc is the number of
components. We define G as

Gi = φ

Np∑
j=1

xijρjSj, for i = 1, ..., Nc (4.2)

where φ is the porosity, xij is the molar fraction of component i in phase j,
ρj is the molar density of phase j, Sj is the volumetric saturation of phase j, and
Np is the number of phases. We define H as

Hi = u(1− SH)2

Np∑
j=1

xijρjfj, for i = 1, ..., Nc (4.3)

where fj is the fractional flow of phase j defined as fj = uj/u where u is the
total local flow velocity, and uj is the local flow velocity of phase j.
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We non-dimensionalize equation 4.1, which produces

∂GDi

∂τ
+
∂HDi

∂ξ
, for i = 1, ..., Nc (4.4)

where τ = tuinj/(φL), ξ = x/L, uD = u/uinj , ρDj = ρj/ρinj , GDi = Gi/ρinj ,
HDi = Hi/(uinjρinj) such that L is the length of the domain, uinj is the volumetric
flux of the injection, and ρinj is the molar density of the injection.

We simulate two-phase flow by a simplified Corey’s model (Brooks and
Corey, 1964) for relative-permeability using a Corey exponent equal to 2 for the
vapor phase and 4 for the aqueous phase (equations 4.5-4.10. We express these
equations as

krV = (S∗V − SV c)2, SV c < S∗V < 1− SAqr (4.5)

krV = 0, S∗V < SV c (4.6)

krV = 1, S∗V > 1− SAqr (4.7)

krAq = (S∗Aq − SAqr)4, SV c < S∗V < 1− SAqr (4.8)

krAq = 1, 1− S∗V > 1− SV c (4.9)

krV = 0, 1− S∗V < SAqr (4.10)

where krV is the relative permeability of the vapor phase, krAq is the relative
permeability of the aqueous phase, SV c is the critical vapor phase saturation, SAqr
is the residual aqueous phase saturation, and S∗j is the normalized saturation of
phase j. The normalized saturation accounts for the hydrate phase in a simplified
way and is expressed as

S∗j =
Sj

1− Sh
, j ∈ V,Aq (4.11)
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We transform the relative permeabiliites into a fractional flow representa-
tion as

fV =
krV

krV + krAq/M
= 1− fAq (4.12)

where M is the fluid mobility. The mobility represents the ratio of mobile
phase viscosities, which we express as

M = µV /µAq (4.13)

where µV is the viscosity of the vapor phase and µAq is the viscosity of the
aqueous phase.

Initial and boundary conditions are given by,

zi(ξ, τ = 0) =

 zinji , ξ = 0

ziniti , ξ > 0
(4.14)

uD(ξ = 0, τ) = 1, τ > 0 (4.15)

We simulate flow at a fixed temperature and pressure condition of 70 bar, 4
◦C (blue square, Fig. 4.1). At this P-T condition, methane and carbon dioxide form
hydrate, but nitrogen does not (Fig. 4.1). However, mixtures of nitrogen and the
other components do form hydrate depending on the local mixture. Darnell et al.
(2017) show compositional phase diagrams that fully describe the system at this
P-T condition.

During flow, the local composition along the domain is a function of time
and space. We determine the phase stabilities of each local composition with a fast
lookup table calculation that queries a pre-computed phase diagram. These pre-
computed phase diagrams are identical to those presented in (Darnell et al., 2017)
but with additional information to fully determine all tie lines and tie triangles in
the compositional space. A detailed discussion of the construction of the lookup
table is presented in Appendix A. For simplicity we assume that the phase density
is not a function of composition. Instead, the phase densities are constant for each
phase and are listed in Table 1. In addition, we restrict the initial and injection
compositions to zones where liquid carbon dioxide is not stable. Thus, the follow-

44



0 2 4 6 8 10 12 14 16
101

102

103

vap
or

hyd
rate

N2

hyd
rat

e

vap
or

hy
dr
at
e

liq
ui
d

CO2

hyd
rate

vap
or

CH4

liquid

vapor

CO2

Temperature, ◦C

P
re
ss
u
re
,
b
ar

Figure 4.1: Pressure-temperature phase diagram for simple (single guest) hydrates
and vapor-liquid equilibrium of CO2. Stable phases are labeled above and below
phase boundaries. Blue square denotes P-T condition (70 bar, 4 ◦C) we model.
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Table 4.1: Model parameters

Parameter Symbol Value Unit
Mobility ratio M 65 –
Critical vapor phase saturation SV c 0.02 –
Residual aqueous phase saturation SAqr 0.1 –
Corey exponent for aqueous phase – 4 –
Corey exponent for vapor phase – 2 –
Non-dimensionalized molar density of vapor phase ρDV 1 –
Non-dimensionalized molar density of aqueous phase ρDAq 5.3 –
Non-dimensionalized molar density of hydrate phase ρDH 5 –

ing three phases can appear or disappear anywhere within the domain if the total
composition predicts their stability: an aqueous phase (Aq), a vapor phase (V), or
a hydrate phase (H). These phases may exist in single-phase zones (Aq, H, or V),
two-phase zones (Aq-V, H-V, or Aq-H), or three-phases zones (Aq-H-V).

We solve equation 4.4 numerically using the finite volume method with an
explicit time-stepping algorithm and a discretization of 300 grid blocks. For each
time step, we must solve for uD such that mass is conserved. We use the method
of Dindoruk (1993) that ensures mass conservation by comparing the expected
average density according to phase saturations with the average density computed
by molar concentrationsGD that result from the time step advancement. We ensure
numerical stability by choosing a time step with cfl=0.025.

All additional parameters used in the model are listed in Table 4.1.

4.4 Results

Nine numerical simulations (sim1 through sim9) span a variety of initial
and injected compositions. The injected compositions are chosen to demonstrate
the impact of increasing nitrogen content such that some injection compositions are
hydrate stable (sim4 and sim8), while others are not (sim1, sim2, sim5, sim6, sim9).
The remaining simulations (sim3 and sim 7) are very near to three-phase stability
(Aq-H-V) conditions. The initial conditions are chosen to represent field conditions
(sim1-sim4, sim9) and laboratory conditions (sim5-sim8). The initial conditions
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Table 4.2: Initial and injection composition pairs for sim1-sim9

Simulation injection, Zinj initial, Zinit

sim1 Zj1 Zi1

sim2 Zj2 Zi1

sim3 Zj3 Zi1

sim4 Zj4 Zi1

sim5 Zj1 Zi2

sim6 Zj2 Zi2

sim7 Zj3 Zi2

sim8 Zj4 Zi2

sim9 Zj2 Zi3

representative of the field are methane-limited, so the pore space is occupied by
hydrate and excess water. The initial conditions representative of the laboratory
are water-limited since methane hydrate is often formed in sediment cores with an
unlimited supply of methane, so the pore space is occupied by hydrate and excess
vapor. We explicitly model both sets of initial conditions to compare and contrast
the results. The matrix of simulations and their characteristics are shown in Table
4.2.

The injection compositions zinj are labeled with superscripts j1, j2, j3, and
j4 and their compositions are summarized in Table 4.3. Injections zj1 and zj2 are
not hydrate stable, while zj4 is hydrate stable. Injection zj3 is nearly at the vapor
composition of three-phase stability (Aq-H-V) conditions.

The initial compositions zinit are labeled with superscripts i1, i2 and i3. Ini-
tial composition zi1 produces a reservoir where SH=50% and SAq=50%. Initial com-
position zi2 produces a reservoir where SH=50% and SV =50%. Initial composition
zi3 produces a reservoir where SAq=100%.

We first focus on detailed simulation results of sim2 (Figure 4.2) since many
features in sim2 appear in other simulations. In sim2, we inject N2 and CO2 at a 4:1
mixture (zj2) into a reservoir initially saturated with 50% hydrate and 50% aqueous
phases at composition zi1. The injected composition is a hydrate unstable compo-
sition. At τ = 0.1, the flow behavior is fully developed (Fig. 4.3), so we focus
on this time step first. We observe three distinct zones (circled numbers, Fig. 4.3)
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Table 4.3: Reference compositions

Composition zH2O zCH4 zCO2 zN2

Zi1 0.93 0.07 0.0 0.0
Zi2 0.64 0.26 0.0 0.0
Zi3 1.0 0.0 0.0 0.0
Zj1 0.0 0.0 0.0 1.0
Zj2 0.0 0.0 0.2 0.8
Zj3 0.0 0.0 0.25 0.75
Zj4 0.0 0.0 0.3 0.7

in the simulation that are connected by various points in the compositional space
(Fig. 4.4). The zones are demarked by sharp boundaries (vertical dashed lines, Fig.
4.3) where there are jumps in compositions on either side of the boundary. The ini-
tial state zi1 exists farthest downstream with constant phase saturations and phase
compositions. Zone 1 is also a constant state zA (Fig. 4.3b, Fig. 4.4) that spans from
the downstream side of the interface between zi1 and zA to the upstream side of
the interface between zA and zB. It is at three-phase equilibrium (Aq-H-V) with
constant phase saturations (Fig. 4.3) and phase compositions (Fig. 4.3c-f). Hydrate
saturation in zone 1 is greater than the initial hydrate saturation (Fig. 4.3a). Zone
2 spans from zB to zC (Fig. 4.3b, Fig. 4.4) and is also in three-phase equilibrium
(Aq-H-V) with constant hydrate saturation but has varying vapor and aqueous
saturations (Fig. 4.3a). Hydrate saturation is less than the initial hydrate satura-
tion (Fig. 4.3a). Vapor saturation increases, and consequently aqueous saturation
decreases, upstream in zone 2. Zone 3 spans from point zD to zE (Fig. 4.3b, Fig.
4.4) and is in two-phase equilibrium (Aq-V) with increasing vapor saturation up-
stream. Carbon dioxide is absent in zone 1, while methane is absent in zones 2 and
3 (Fig. 4.3c). Nitrogen is present in all zones. The hydrate in zone 1 is a mixed
hydrate composed of methane and nitrogen at a constant ratio of 5:1 (Fig. 4.3f),
while the hydrate in zone 2 is a mixed hydrate composed of nitrogen and carbon
dioxide at a constant ratio of 5:2 (Fig. 4.3f).

Much like the composition path traced in sim2 (Fig. 4.4), there is a path
from zinj to zinit that is traced in composition space for all simulations. This path
is approximately constant throughout the simulation but becomes more apparent

48



initialinjection

Vapor

Aqueous

Hydrate

a

b

c

d

e

f

Figure 4.2: Initial and boundary condition for sim2. a) Saturation profile as func-
tion of distance downstream from injection at ξ = 0. Mixed vapor is injected from
left and all material flows to right. Model domain does not exist where ξ < 0
but is shown in plots for illustrative purposes. b) Total composition profile of all
components in molar fraction. c) Composition of guest molecule molar fraction in
all phases. d) Normalized vapor composition profile of guest molecules (i.e., non-
water molecules) in molar fraction. e) Normalized aqueous composition profile of
guest molecules in molar fraction. f) Normalized hydrate composition profile of
guest molecules in molar fraction.
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Figure 4.3: Detailed simulation results at τ = 0.1 for sim2. Three distinct zones (i.e.,
zone 1, zone 2, and zone 3) are labeled with circled numbers and delineated in all
plots with vertical gray dashed lines. a) Saturation profile as a function of distance
and speed. b) Total mole fraction profile as a function of distance and speed. Seven
distinct mole fractions are labeled in black with their positions indicated by arrows.
c) Guest mole fraction profile as a function of distance and speed. d) Vapor phase
guest mole fraction profile as a function of distance and speed. e) Aqueous phase
guest mole fraction profile as a function of distance and speed. f) Hydrate guest
mole fraction profile as a function of distance and speed.
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Figure 4.4: Composition path of sim2 in the quaternary diagram at τ = 0.1. a) Full
quaternary phase diagram with composition path in a red line when on H2O-CO2-
N2 external face, an orange line when on H2O-CH4-N2 external face, and a gray
line when all components are present. The composition points described in Figure
4.3c are also shown here as blue squares and labeled the same as before. The three-
phase (Aq-H-V) equilibrium zone on the H2O-CH4-N2 and H2O-CO2-N2 external
faces of the quaternary diagram are denoted with teal lines. The three-phase equi-
librium zone extends throughout the interior of the quaternary diagram between
these external faces along the gray line. b) Composition path in the quaternary
phase diagram near the H2O vertex.
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as the injection invades additional grid blocks in the domain. For example, the
saturation and guest molar fraction profiles in sim2 at four different time snapshots
clearly show advection of all material (Fig. 4.5) but also show that the profiles are
simply being stretched over time (Fig. 4.5). This behavior is characteristic of self-
similar, hyperbolic partial differential equations (Helfferich, 1989, Seto et al., 2009)
that has been observed in the simulation of similar injection processes such as in
enhanced coalbed methane recovery (Seto et al., 2009). An in-depth discussion of
the hyperbolic behavior of this system is beyond the scope of this work. However,
this behavior allows us to compare each simulation regardless of the time step by
assuming that each composition along the profile has a fixed speed η, which we
express as η = ξ/τ .

We compare the zones present in sim2 (Fig. 4.3, 4.6) with those present in
the other simulations that represent field conditions (Fig. 4.6a,c,d) where there
is initially free water in the pore space (sim1, sim3, and sim4). Only nitrogen is
injected in sim1 and as a result zone 1 is present but zone 2 is absent (Fig. 4.6a). In
addition, there is a zone near the injection that is similar to zone 3 that we denote
as zone 3*. Zone 3 and zone 3* are both two-phase (Aq-V) stable with increasing
vapor saturation upstream; however, the compositions in these zones differ since
only nitrogen is injected in sim1. In general, the character of sim1 and sim2 are
similar since both injection compositions are hydrate unstable. In sim3, zone 1 and
zone 2 are present, but zone 3 is absent and/or of negligible thickness (Fig. 4.6c).
This is because the injection composition is very close to the vapor composition
of vapor at three-phase (Aq-H-V) equilibrium. In sim4, zone 1 and zone 2 are
present, but zone 3 is replaced by a different zone, which we denote as zone 4 (Fig.
4.6d). Zone 4 is two-phase (H-V) stable with decreasing vapor phase saturation
upstream. Contrary to sim1-sim3, the injection composition in sim4 is within the
hydrate stability zone. Thus, hydrate immediately forms with free water. Hydrate
saturation in sim4 near the injection reaches very high saturations (Fig. 4.6d) that
might shut down, or ’plug’, flow.

We now compare (Fig. 4.7) the zones identified in the excess water simula-
tions (i.e., sim1-sim4) representative of field conditions (Fig. 4.3, 4.6b) with zones
present in the excess vapor simulations (i.e., sim5-sim8) representative of most lab-
oratory conditions where all water in the pore space is initially held in hydrate. In
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Figure 4.5: Evolution of saturation and guest mole fraction for sim2 at four snap-
shots with the speed horizontal axis displayed below the distance horizontal axis.
a) Profiles at τ = 0.0044. b) Profiles at τ = 0.017. c) Profiles at τ = 0.042. d) Profiles
at τ = 0.1.
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Figure 4.6: Saturation and guest mole fraction profiles for excess-water simulations
as a function of speed. Results are shown for sim1 (a), sim2 (b), sim3 (c), and
sim4 (d). Legend in (d) applies to whole figure. Phase and composition zones are
labeled with circled numbers. Carbon dioxide fraction of the injection increases
from (a) to (d).
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Figure 4.7: Saturation and guest mole fraction profiles for water-limited simula-
tions as a function of speed. Results are shown for sim5 (a), sim6 (b), sim7 (c), and
sim8 (d). Legend in (d) applies to whole figure. Phase and composition zones are
labeled with circled numbers. Carbon dioxide fraction of the injection increases
from (a) to (d).
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particular, we compare each excess vapor simulation with the excess water sim-
ulation that has an identical injection composition (e.g. sim5 and sim1; sim6 and
sim2), which are reported in Table 2. In sim5 we inject 100 mol.% N2 like we do
in sim1 and, consequently, observe zones comparable to those observed in sim1.
There is a zone denoted as zone 5 (Fig. 4.7a) of mixed hydrate downstream com-
posed of only methane and nitrogen, which is similar to zone 1 found in sim1-sim4
(Fig. 4.6). Zone 5 is two-phase stable (H-V) with constant saturations much like
zone 1. However, unlike zone 1, the phase compositions in zone 5 follow a smooth
curve with increasing nitrogen content upstream (Fig. 4.7a). In addition, zone 5
does not display hydrate saturations greater than the initial hydrate saturation.
Instead, the hydrate saturation in zone 5 is always equal to the initial hydrate sat-
uration. Farther upstream of zone 5, there is another zone that we denote as +3*
(Fig. 4.7a), which is similar to zone 3* found in sim1 (Fig. 4.6a). Zone +3* is two-
phase (Aq-V) stable like zone 3* but the phase saturations are constant. In sim6
we inject 80 mol.% N2 and 20 mol.% CO2 like we do in sim2. Zone 5 is present
in sim6 and there are zones that we denote as zones +2 and +3 (Fig. 4.7b), which
are comparable to zones 2 and 3 found in sim2. Zone +2, like zone 2, is three-
phase stable (Aq-H-V) with constant phase compositions and hydrate composed
of only nitrogen and carbon dioxide. However, unlike zone 2, zone +2 has constant
phase saturations. Zone +3, like zone 3, is two-phase stable (Aq-V) and devoid of
methane, but unlike zone 3 has constant phase saturations. In sim7 we inject 75
mol.% N2 and 25 mol.% CO2 like we do in sim3. Zone 5 and zone +2 are present,
and there is a region very close to the injection that appears to have increased hy-
drate saturation (Fig. 4.7c). However, this region looks progressively more like
zone +2 as the simulation evolves, so the increased hydrate saturation is likely an
effect of our grid size. In sim8 we injection 70 mol.% N2 and 30 mol.% CO2 like
we do in sim4. Zone 5 and zone +2 are present, and a new zone that we denote
as zone 6 appears near the injection (Fig. 4.7d), which is similar to zone 4 found
in sim4 (Fig. 4.6d). Zone 6 is two-phase (Aq-H) stable like zone 4 and devoid
of methane. Unlike zone 4, zone 6 has constant phase saturations such that the
hydrate saturation is identical to the initial hydrate saturation.
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4.5 Discussion

The numerical flow simulations bracket the possible behavior of mixed hy-
drate systems in which vapor is injected into a reservoir when the injected compo-
sition is different than the initial composition. These simulations are performed at
pressure-temperature conditions where one of the components, nitrogen, does not
form hydrate by itself, which allows us to probe how the hydrate stability of the
injection composition impacts the reservoir evolution. In addition, we vary the ini-
tial conditions to show a set of simulations representative of field conditions with
free water initially in reservoir and a second set of simulations representative of
laboratory conditions with all free water initially held in hydrate. The behavior of
the system has unique characteristics that we interpret below. In addition, we ap-
ply our interpretations to other published work and the field test at Ignik Sikumi.
Finally, we describe a series of laboratory tests that could prove the validity of our
results.

4.5.1 Interpretation of results

Separation of methane and carbon dioxide

In our simulations, we observe distinct zones separated by sharp interfaces
in which abrupt compositional jumps occur across the interfaces. In all of the sim-
ulations that contain nitrogen and carbon dioxide, we observe complete separation
of methane and carbon dioxide at one of these interfaces (e.g., between zone 1 and
zone 2 in Fig. 3, Fig. 4.6b; between zone 5 and zone +2 in Fig. 4.7b). We interpret
that this observation is the result of two sequential processes that are joined to-
gether at the interfaces. Here, we first focus on that separation in the excess water
simulations.

The first, leading, process is the invasion of fast-flowing, low-saturation va-
por into the initial state (i.e., interface between initial state and zone 1, Fig. 4.3,
4.6). The vapor is composed of a methane and nitrogen mixture (sim1-sim4, Fig.
4.6b-d). The invading vapor combines with the initial methane hydrate and free
water to form additional hydrate composed of methane and nitrogen until the total
nitrogen content in all phases is sufficient to create three-phase equilibrium condi-
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tions. Thus, the leading front is a hydrate formation front that is self-limiting due
to three-phase equilibrium conditions. The high flow speed of the vapor is due to
the functional form of equation 4.11, which treats increased hydrate saturation as
a reduction in the total pore space.

The second, trailing, process is the invasion of slower-flowing, high-saturation
vapor into zone 1 (i.e., interface between zone 1 and zone 3*, Fig. 4.6a; interface
between zone 1 and zone 2, Fig. 4.6b-d). The vapor is composed of nitrogen (sim
1, Fig. 4.6a) or a carbon dioxide and nitrogen mixture (sim2-sim4, Fig. 4.6b-d). The
total amount of nitrogen flowing into zone 1 at this interface exceeds the nitrogen
threshold for three-phase equilibrium conditions present in zone 1, so the hydrate
at the upstream extent of zone 1 dissociates. The vapor produced by dissociation at
this interface is the source for the mixed methane and nitrogen vapor that invades
the initial state in the leading front. Thus, the trailing front is a hydrate dissociation
front that strips methane from the system and sweeps it downstream.

This two-stage sequential process is modified in the excess vapor simula-
tions, but sufficiently similar to indicate that methane hydrate dissociation is en-
tirely controlled by the presence of nitrogen and the unique chromatographic sep-
aration that occurs in hydrate systems. In the excess vapor simulations (sim5-sim8,
Fig. 4.7), the leading hydrate formation front is replaced by another nitrogen-
dominated vapor invasion front. Since there is no initial free water to form hydrate,
this front alters the composition of the hydrate and vapor phases (zone 5, Fig. 4.7).
The observed separation of methane from carbon dioxide in all simulations im-
plies that carbon dioxide does not directly interact with methane, but instead car-
bon dioxide sequentially flows into the space left behind by the nitrogen-induced
hydrate dissociation.

Mixed carbon dioxide hydrate formation

One surprising consequence of chromatographic separation in our simula-
tions is mixed hydrate formation from injections that are hydrate unstable. For
instance, neither the 100 mol.% N2 injection of sim1 nor the 80 mol.% N2 and 20
mol.% CO2 injection of sim2 should form hydrate based on thermodynamics, yet
there is additional hydrate formation in both simulations and even two types of
mixed hydrates in sim2 (i.e., upstream CH4-free hydrate and downstream CO2-
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free hydrate). This implies that it may be possible to safely and predictably store
CO2 in hydrate without "plugging" if the injection is hydrate unstable, which is
counter-intuitive. We investigate the cause of the CH4-free mixed hydrate forma-
tion in sim2 by focusing on the chromatographic separation of the same injection
composition of sim2 (4:1, N2:CO2) into pure water (Fig. 4.8). We call this simula-
tion sim9 and compare it to both sim1 and sim2.

In sim9 (Fig. 4.8), the injection composition is identical to the injection com-
position of sim2, but hydrate does not form, which is expected strictly from ther-
modynamics. However, there is still a general chromatographic separation that is
characterized by a leading front of pure nitrogen vapor at low saturation denoted
as zone 7 (Fig. 4.8), followed by an upstream zone of carbon dioxide and nitrogen
mixtures with variable phase compositions and phase saturations (zone 3, Fig. 4.8),
which resembles zone 3 of sim1 (Fig. 4.6a) and sim2 (Fig. 4.3, 4.6b). Since there is
no hydrate formation in sim9, the system is governed by the multi-phase flow and
phase partitioning of only the vapor and aqueous phases. Carbon dioxide trails
nitrogen in sim9 because its solubility in the aqueous phase is much larger than ni-
trogen (i.e., ≈15:1) and because the aqueous phase is much slower than the vapor
phase at vapor saturations above 10%. The consequence of this phase partitioning
and multi-phase flow is the enrichment of carbon dioxide near the injection with
a maximum carbon dioxide fraction midway through profile (downstream extent
of zone 3, Fig. 4.8). As a result, there is also enrichment of nitrogen far from the
injection site, and even pure nitrogen vapor at the leading front of sim9 (between
point O and P, Fig. 4.8). This means that the leading front of sim9 is identical to the
injection composition of sim1. Thus, the most downstream portion of sim9 might
exhibit behavior similar to sim1 if it were re-injected into methane hydrate.

Since chromatographic separation manifests as a sequence of compositions
connected in series, we could broadly conceptualize sim2 as two stages where we
first inject the 4:1 N2:CO2 mixture into pure water (i.e., sim9), then re-inject the
effluent into methane hydrate and aqueous phases to produce results equivalent
to sim1. A sequential, two-stage, simulation of this type is conceptually similar
to sim2 since the compositions farthest upstream are identical in sim9 and sim2
(zj2, Fig. 4.9a) and the compositions farthest downstream are identical in sim1 and
sim2 (zi1, Fig. reffig:sim2sketchb, c). Therefore, we might expect the intermediate
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Figure 4.8: Saturation and guest mole fraction profiles for sim9 as a function
of speed. Gray region in guest mole fraction profile denotes absence of guest
molecules (i.e., only water is present).
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phase and compositional profile between these two end-members compositions in
sim2 (Fig. reffig:sim2sketchc) to look like a sequential stacking of sim9 (Fig. ref-
fig:sim2sketcha) followed by sim1 (Fig. reffig:sim2sketchb) in which no CH4-free
mixed hydrate forms. However, this conceptual representation does not include
the time/speed information of the simulations. If we do consider the speed in-
formation of the simulations, then it is possible that the profiles of sim9 and sim1
interfere and destroy intermediate portions of the compositional profiles. We hy-
pothesize that sim1 could sequential follow sim9 without compositional interfer-
ence if the following two conditions hold: 1) the speed of the leading front in sim9
(point P, Fig. 4.8, 4.9a) exceeds the speed of the dissociation front in sim1 (upstream
extent of zone 1, Fig. 4.6a, 4.9b) so that a pure nitrogen vapor manifests, and 2) the
speed of the dissociation front of sim1 exceeds the speed of the upstream extent of
pure nitrogen vapor in sim9 (point O, Fig. 4.8, 4.9a) so that compositions contain-
ing carbon dioxide are much slower than the nitrogen-driven dissociation front of
sim1 (upstream extent of zone 1, Fig. 4.6a, 4.9b). Inspection of the speed profiles
in sim9 (Fig. 4.9a) and sim1 (Fig. 4.9b), show that condition #1 does hold, but con-
dition #2 does not hold. Consequently, sim2 is not simply a sequential stacking of
sim9 followed by sim1. Instead, a new zone appears in sim2 (zone 2, Fig. 3, 4.6b,
4.9c) that is slower than the dissociation front of sim1.

As a result of the compositional speed conditions outlined above, composi-
tions containing carbon dioxide in sim9 that exceed the speed of the dissociation
front in sim1 are not possible in sim2. Instead, compositions with even slower
speeds manifest (zone 2, Fig. 4.3, 4.6b, 4.9c), which incidentally contain mixed hy-
drates composed of carbon dioxide and nitrogen. These compositions are slower
than the fastest compositions that contain carbon dioxide in sim9 because hydrate
is immobile, the carbon dioxide fraction in hydrate is greater than the nitrogen frac-
tion (i.e., 5:2), and the total carbon dioxide fraction in the hydrate phase is greater
than in the aqueous phase (i.e., 25:2). The combined effect is that most of the car-
bon dioxide in zone 2 is temporarily stranded in immobile hydrate (zone 2, Fig. 4.3,
4.6b, 4.9c) such that zone 2 in sim2 contains the largest fraction of carbon dioxide
within the profile and a larger carbon dioxide fraction than any of the compositions
in sim9. Therefore, we conclude that formation of mixed hydrate composed of car-
bon dioxide and nitrogen in sim2 is a consequence of the slow-moving methane
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Figure 4.9: Comparison of (a) sim9, (b) sim1, and (c) sim2. Injection compositions
are labeled with arrows pointing from the left of the profiles toward the profiles.
Initial compositions are labeled on top of profiles where injection has not invaded.

hydrate dissociation front that allows carbon dioxide to accumulate behind the
front as hydrate.

4.5.2 Implications for existing work

Our simulations show the following four behaviors that may alter the in-
terpretation of previous work: 1) chromatographic separation of each component
in mobile and immobile phases; 2) methane hydrate dissociation and downstream
flow of methane vapor that is facilitated by the injection of nitrogen not carbon
dioxide; 3) mixed hydrate formation composed of carbon dioxide and nitrogen
that forms upstream of methane hydrate dissociation; 4) reservoir "plugging" only
when free water is initially present.

From these results, we suggest a new conceptual model for “guest molecule
exchange” characterized by two sequential processes that contrasts with the histor-
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ical conceptual model of a single simultaneous process Ohgaki et al. (1996), Park
et al. (2006). In the historical conceptual model, there is a single interface where
methane exits hydrate cages and carbon dioxide and/or nitrogen simultaneously
enter hydrate cages. In our new conceptual model, a nitrogen-dominated vapor
destroys methane-occupied hydrate cages through dissociation and then carbon
dioxide follows behind to create new hydrate cages that are occupied by carbon
dioxide and nitrogen. This new conceptual model, driven by chromatographic
separation, is the result of varying hydrate stabilities of each gas molecule in ad-
dition to significant compositional differences in each phase. A conceptual model
similar to the one suggested here was proposed by Boswell et al. (2017) where
mole-to-mole “guest molecule exchange” was replaced by an ambiguous series
of processes that resulted in a “bulk exchange”. Our results clarify in detail how
dynamics processes might connect in series to produce such a "bulk exchange".

Our results also suggest that injection composition cannot be evaluated in-
dependently of the initial composition, since identical injection compositions (e.g.,
sim4 and sim8) produce drastically different reservoir behavior when the initial
conditions are changed. This has been acknowledged by others Birkedal et al.
(2015), Hauge et al. (2014) but has not been systematically evaluated through lab-
oratory experiments nor numerical modeling. Yet, our finding indicates that in-
ternal reservoir dynamics are far more sensitive to the injection composition if the
reservoir initially contains free water, which is the most probable initial condition
for natural settings. This further implies that water-limited laboratory experiments
of “guest molecule exchange” that report successful exchange under various injec-
tion compositions, including pure carbon dioxide (Park et al., 2006, Graue et al.,
2008, Ersland et al., 2009), are not good representations of the field and are mis-
leading because “plugging” is not possible under those conditions. In fact, all lab-
oratory experiments with initial free water have required substantial co-injection of
nitrogen to limit hydrate “plugging” Birkedal et al. (2015). Thus, laboratory exper-
iments performed under water-limited initial conditions represent only a subset of
the system behavior and should not be used as indicators of the field behavior.

In addition, our results indicate that “guest molecule exchange” tends to
displace methane downstream and accumulate carbon dioxide near the injection.
This suggests that optimal methane production and carbon dioxide storage is achieved
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with constant injection at an upstream well and constant production at a second
downstream well. Since Ignik Sikumi had only one well, the methane production
and carbon dioxide storage might represent a lower bound because most of the
methane was likely displaced farther into the reservoir and most of the carbon
dioxide was close to the production well.

Finally, evidence for chromatographic separation during “guest molecule
exchange” does seem to exist in other modeling studies despite a lack of explicit
discussion of chromatographic separation. For example, Boswell et al. (2017) show
two sets of simulated hydrate saturation and temperature profiles during injec-
tion. They show “plugging” near the injection when the injection composition is 65
mol.% N2 and 35 mol. % CO2, but no “plugging” when the injection composition
is 77.5 mol.% N2 and 22.5 mol.% CO2, which agrees with the “plugging” we show
only for the injection composed of 70 mol.% N2 and 30 mol. % CO2 (Fig. 4.6d).
Furthermore, they show a finite-width transient zone of increased hydrate forma-
tion that propagates downstream over time in both cases, which agrees with the
increased hydrate zones that appear in most of our simulations (zone 1, Figs. 4.3,
4.6, and 4.8). Additional comparison is not possible because Boswell et al. (2017)
do not report any of the compositional changes that occur. However, White and
Suk Lee (2014) present 2-dimensional simulations of the Ignik Sikumi field test that
do show compositional changes. Those results exhibit depletion of methane near
the injection, increased nitrogen penetration into the reservoir relative to carbon
dioxide, and mixed hydrate formation with a composition that varies downstream
of the injection. Those findings all agree with the simulations we presented. There-
fore, our results augment these earlier simulation results to provide a fundamental
description of the spatial and temporal evolution of the reservoir.

4.6 Model Limitations

Our model does not consider mass transfer by diffusion, temperature or
pressure changes due to hydrate formation/dissociation, 2-dimensional flow be-
havior, or heterogeneous geological properties. In addition, we assume that hy-
drate formation/dissociation is instantaneous, which neglects rate-limiting mass
transfer and/or kinetic effects. However, other models of mixed hydrates that do
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include these effects show results that our qualitatively similarly to ours. This im-
plies that none of the physics we exclude would completely eliminate the reservoir
dynamics we show. Instead, they would likely be superimposed onto our results
to reduce or increase the speed of the fronts we show or smear the sharpness of the
fronts to create smoother gradients in the phase compositions.

4.7 Design for laboratory experiments

We suggest validation of our results by a series of flow-through experiments
where in-situ Micro-Raman measures the change in composition of hydrate and
vapor phases and a Micro CT-scanner evaluates the bulk phase changes. This type
of experimental apparatus is the only way to understand how composition affects
hydrate stability and whether or not equilibrium thermodynamics is valid during
fluid flow past hydrate phases.

4.8 Implications for other mixed hydrate systems

Our results show chromatographic separation of multiple hydrate-forming
components during multi-phase flow that may apply to other hydrate-forming
systems. In particular, we expect similar behavior to occur for systems in which
at least one component is hydrate unstable such as natural systems composed of
multiple hydrocarbons. In natural marine sedimentary systems, temperature and
pressure increase with depth so all hydrates are eventually unstable below some
depth. However, each component and, therefore, each mixture has a different
depth where this transition occurs. For a system composed of water, methane,
and ethane, ethane hydrate is stable at depths where it is too deep to stabilize
methane hydrate. However, mixed hydrates of methane and ethane are condi-
tionally stable at depths below the methane hydrate stability zone and above the
ethane hydrate stability zone. Gas mixtures composed of methane and ethane
would likely originate far below the hydrate stability zone of either component
but may ascend under buoyancy into the hydrate stability zone. Thus, the ascend-
ing gas mixtures would first encounter the ethane hydrate stability zone before
the methane hydrate stability zone. This progressive transport through different
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hydrate stability zones may explain the depth-dependent hydrate composition ob-
served in sediment cores recovered offshore NW Borneo (Paganoni et al., 2016) that
display increasing ethane and heavier hydrocarbon with depth. Our model could
be adapted to a system composed of hydrocarbons to understand how composi-
tional changes during multiphase flow lead to chromatographic separation. The
first order physics leading to chromatographic separation would likely manifest in
a framework identical to the one we show here where flow is 1-d, horizontal and
the phase behavior is assumed to be isothermal and isobaric. Direct comparison
with field observations would require vertical flow along pressure and tempera-
ture gradients and may also require non-isothermal, non-isobaric phase behavior.
Yet, the non-isothermal, non-isobaric phase behavior could be approximated as a
series of connected depth-dependent isothermal, isobaric phase diagrams.

4.9 Conclusions

We show that nitrogen drives chromatographic separation when injected
into methane hydrate-bearing sediments. This chromatographic separation illu-
minates the mechanism that enhances guest molecule exchange when compared
to pure carbon dioxide injections. In particular, the hydrate de-stabilizing effect of
nitrogen and its strong partitioning in the vapor phase create a fast pathway for
nitrogen to transit through the domain and dissociate the initial methane hydrate.
When injected with carbon dioxide, nitrogen and carbon dioxide form a mixed hy-
drate of low saturation in a front that follows the nitrogen-driven dissociation. In
contrast, injection compositions within the hydrate stability zone, like pure carbon
dioxide or carbon dioxide-rich mixtures, form hydrate of high saturations near the
injection point that have the potential to completely block flow. However, this
specific behavior is only possible when there is free water initially in the domain.
These results provide insight into the reservoir dynamics during the Ignik Sikumi
field test and suggest that additional field scale tests could be enhanced with a
two-well design, instead of the single well design used at Ignik Sikumi.

Our results additionally highlight the difference in behavior that occurs
when free water is or is not initially present in the reservoir. Reservoirs with initial
free water have the potential to block flow, whereas reservoirs without initial free
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water do not. Thus, it is necessary to carefully constrain the injection composition
when free water is initially present, but far less important when free water is not
initially present. For this reason, laboratory experiments must closely match field
conditions to be meaningful or predictive.

Chromatographic separation during injection into hydrate-bearing sediments
may be applicable to other physical settings beyond guest molecule exchange,
but additional laboratory work is necessary to validate our findings. We sug-
gest validation of our findings by flow-through experiments where the composi-
tion is continuously measured and the interior domain is continuously monitored
with micro-CT and micro-Raman to evaluate the phase and compositional profiles
throughout the domain. These experiments can demonstrate whether or not chro-
matographic separation does indeed occur and whether or not there are any mass
transfer limitations that violate the assumptions of equilibrium thermodynamics.

Our modeling framework is general and can be re-formulated to investigate
the dynamic evolution of other multi-component hydrate-forming systems such
as the buoyant ascent of thermogenic gas in marine sediments. During ascent,
thermogenic gas would pass through multiple hydrate stability zones in which
each component would form hydrate at different depths. The net consequence
would be a gradient in hydrate composition with the heaviest hydrocarbons at
the deepest depths. While the actual geological setting exists within pressure and
temperature gradients, simple 1-d, horizontal flow like the results we present here
could provide a first-order control on the expected chromatographic behavior.
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Appendix A

Supplemental material for Chapter 2

We derive the analytical model discussed in the Chapter 2 (A.1), compare
the sensitivity analysis of the analytical model to the multiphase model (A.2), and
discuss the Skarke et al. (2014) seep analysis (A.3).

We provide a summary table of the simulations discussed in the paper (Ta-
ble A.3), a table of model parameters used in the multiphase fluid flow simulations
A.3. Tabulated output from our seep analysis can be found in Darnell and Flem-
ings (2015).

A.1 Analytical model derivation

In Chapter 2, we described an analytical model to account for the hydrate
threshold that produces transient venting. Our derivation is provided below.

Sw, Sh, and Sg are volumetric pore space saturations of water, hydrate and
gas. We assume no gas is present before or after warming, so Sg = 0. Thus,

Sw + Sh = 1 (A.1)

We compare the initial thermal state (Bi) with the warmed or final state (Bf ). Su-
perscripts (i or f ) will be used to denote the thermal state for the other variables.

We also assume no hydrate is initially present aboveBf , and that all hydrate
below Bf dissociates during warming. We express this as follows:

S
(i)
h =


0, z < Bf ,

1− S(i)
w , Bf ≤ z ≤ Bi,

0, z > Bi.

(A.2)

S
(f)
h = 0, if z > Bf (A.3)
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We define the salinity in the water (c ) as the following:

c =
Msalt

φρwSwV
(A.4)

where φ is porosity, ρw is water density, V is volume of a grid cell, and Msalt is the
mass of salt within the grid cell. The saturations of water and hydrate are similarly
defined as such:

Sw =
Vw
φV

(A.5)

Sh =
Vh
φV

(A.6)

The change in hydrate saturation and salinity between thermal states is:

∆Sh = S
(f)
h − S

(i)
h (A.7)

∆c = c(f) − c(i) where c(i) = 3.5 wt. % (A.8)

And, since S(i)
h = 0 where z < Bf ,

∆Sh = S
(f)
h for z < Bf (A.9)

We combine equations (4-8), and solve for the change in salinity.

∆c =
Msalt

φρwV

(
1

S
(f)
w

− 1

S
(i)
w

)
= c(i)

(
S

(i)
w

S
(f)
w

− 1

)
(A.10)

And since, S(i)
w = 1 for z < Bf ,

∆c = c(i)

(
1

1− S(f)
h

− 1

)
for z < Bf (A.11)

The change in salinity required to achieve three-phase equilibrium at the final state
(ceq) is:

∆(ceq) = ceq − c(i) (A.12)

Now, we set the salinity change to be the salinity change required for three-phase
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equilibrium as follows:
∆c = ∆(ceq) (A.13)

We combine equations (11-13) and solve for the final hydrate saturation, which we
call the hydrate saturation required for three-phase equilibrium (Seqh ).

Seqh = S
(f)
h = 1− c(i)/ceq (A.14)

If we integrate this hydrate saturation within the final GHSZ (0 < z < Bf ),
we have the total additional hydrate required to produce transient venting. In the
main text, we call this parameter γ. We then compare γ with the available hydrate
that dissociates due to warming (β).

A.2 Comparison of analytical and dynamic, multiphase models

We compare the sensitivity analysis of the analytical model (Fig. 2.5) to re-
sults from the multiphase simulation. We show three additional simulations. The
model parameters of the first simulation (Fig. A.1b) are identical to the example of
the main text except hydrate saturation has been decreased from 10% of the pore
volume to 5% of the pore volume. This decrease in hydrate saturation does not
produce venting as suggested from our sensitivity analysis. We then decrease the
water depth by 10 meters (Fig. A.1a) and increase the seafloor warming by 0.2 ◦C
(Fig. A.1c). Both of these small variations in model parameters produce transient
venting.

A.3 Analysis of seeps

Skarke et al. (2014) provides water depth and geographical location for each
seep in their database. We use the CTD cast collection downloaded from the World
Ocean Database (Levitus et al., 1998) to calculate the bottom water temperature for
each seep. We calculate the bottom water temperature of each seep as follows:

1. We select all CTD casts where the terminal water depth of the CTD is at least
as deep as the seep.

2. We locate the three CTD casts closest to the seep.
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3. We use all three CTD casts for analysis unless, (i) a CTD cast is further than
100 km from the seep, or (ii) the mean difference in temperature between the
closest and 2nd or 3rd closest CTD cast is greater than 4 ◦C (see Note 1 below).
At a minimum, we use the closest CTD cast for analysis.

4. We linearly interpolate the CTD casts to uniform, 1-meter grids.

5. We average the set of CTD casts on the uniform grid.

6. We fit the output of averaging using a piecewise cubic interpolation.

7. We find the temperature of the fitted data at the water depth of the seep.

These results are shown in Darnell and Flemings (2015), along with the wa-
ter depths and geographical locations given by Skarke et al. (2014). CTD casts were
16 km from the seep on average with a standard deviation of 27 km.

We determine hydrate stability using the method of Flemings et al. (2006),
Liu and Flemings (2007). The stability condition occurs when the solubility of
methane in liquid water and hydrate (Duan et al., 1992) equals the solubility of
methane in liquid water and free gas (Henry et al., 1999). We specifically solve
for the temperature given pressure and salinity. We set salinity to 3.5 wt. % and
pressure to the hydrostatic pressure using the water depth of the seep (ρ = 1030 kg
m−3). This method compares well with other hydrate stability calculations (Sloan,
1998, Flemings et al., 2006, Liu and Flemings, 2007).

Note 1: Phrampus and Hornbach (2012) identified Atlantic Ocean and Gulf
Stream thermoclines along the Atlantic Margin. We do not average CTD casts
if casts appear to represent different thermoclines. Instead, we simply take the
closest CTD casts from a single thermocline.
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Figure A.1: Comparison of multiphase dynamic simulation for initial hydrate satu-
ration of S(i)

h = 5% with small variations in model parameters. For all three panels,
the temperature gradient (40 ◦C/km) and initial seafloor temperature (3 ◦C) are
held constant. Middle panel (b) is the base case. (a) Trajectory of hydrate/gas sta-
bility as a function of time where the water depth has been decreased by 10 meters
from (b). For complete simulation, see movie (Darnell and Flemings, 2015). (b)
Trajectory of hydrate/gas as function of time where all parameters are equal to the
example in the main text, except S(i)

h has been decreased from 10% of pore volume
to 5%. The gray area is the three-phase zone, which is located between the top of
gas stability (cyan line) and bottom of hydrate stability (orange line). For complete
simulation, see movie (Darnell and Flemings, 2015). (c) Trajectory of hydrate/gas
stability as a function of time where the temperature has been increased 0.2 ◦C
from (b). For complete simulation, see movie S4 (Darnell and Flemings, 2015).
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Table A.1: Simulation details and outcome

Water
depth, mbsl

Hydrate
sat., %

Temp.
increase,◦C

Outcome Fraction
Vented

Figure

550 10 0.5 no venting1 0 –
550 10 1.0 no venting1 0 –
550 10 2.2 no venting1 0 –
550 10 2.5 no venting1 0 –
550 10 2.6 transient venting1 >0 –
550 10 2.7 transient venting1 0.01 Figs. 2.1-2.5
550 10 2.8 transient venting1 0.10 Fig. 2.4
550 10 2.9 transient venting1 0.27 Fig. 2.4
550 10 3.0 transient venting1 0.49 Fig. 2.4
550 10 3.2 complete venting1 0.815 –
550 10 5.0 complete venting1 0.815 –
800 10 5.8 transient venting2 0.03 Fig. 2.4
1000 10 7.8 transient venting3 0.02 Fig. 2.4
550 5 2.7 no venting1 0 Fig. A.1
540 5 2.7 transient venting4 0.06 Fig. A.1
550 5 2.9 transient venting1 0.12 Fig. A.1
1 Hydrate stability zone vanishes at 3.14 ◦C increase.
2 Hydrate stability zone vanishes at 6.91 ◦C increase.
3 Hydrate stability zone vanishes at 9.09 ◦C increase.
4 Hydrate stability zone vanishes at 2.95 ◦C increase.
5 All hydrate vanishes, but gas is left behind as residual gas and dissolved gas.
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Appendix B

Supplemental material for Chapter 3

In this appendix, we include a summary of relevant experimental work
(B.1), a comparison between our calculations and CSMGem (B.2), a brief descrip-
tion of compositional phase diagrams (B.3), and additional phase diagrams at var-
ious pressures and temperatures (B.4).

B.1 Summary of relevant experimental work

In Chapter 3, we presented a pressure-temperature phase diagram (Fig. 3.1)
and indicated several studies performed at pressures and temperatures relevant
for our work. Table B.1 summarizes those other studies.

B.2 Comparison of thermodynamic simulations with CSMGem

The Colorado School of Mines: Gibbs energy minimization program (CSMGem)
is a widely-used thermodynamic simulator that predicts hydrate stability for mixed
and simple hydrates (Ballard and Sloan, 2004b). We base our calculations on the
computational framework that comprises CSMGem (Sloan Jr and Koh, 2007, Bal-
lard and Sloan, 2004a). However, we take the analysis further by constructing
ternary and quaternary phase diagrams. Since our calculations use a framework
similar to CSMGem, we compare our calculations with CSMGem at a few select
points. First, we compare our calculations at 50 bar, 4 ◦C (Tables B.2,) to validate
the existence of key components in our diagrams. We demonstrate that three-
phase equilibrium of (L-H-V and Aq-H-V) exists for both calculations and that
the phase-wise compositions are nearly identical. Second, we compare hydrate
stability curves for CH4 hydrate (Fig. B.1), CO2 hydrate (Fig. B.2), and N2 hydrate
(Fig. B.3). The code used to perform all flash calculations is available for download
at https://github.com/kdarnell/hydrateflash.
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Table B.1: Summary of experimental conditions applicable to this study.

Label P (bar) T (◦C) Environment Study
a 85 4 Ignik Sikumi, Alaska, USA (Birkedal et al., 2015)
b 96.6 4 Ignik Sikumi, Alaska, USA LBNL Report
c 82.7 2 Ignik Sikumi, Alaska, USA (Yonkofski et al., 2016)
d 70 4.85 Alaska, USA (Kang et al., 2014)
e 120 1 n/a (Park et al., 2006)
f 95 0.85 n/a (Youn et al., 2016)
g 200 15 East Sea, Korea (UBGH site) (Kang et al., 2014)
h 100 13.85 Nankai Trough, Japan (NGH site) (Kang et al., 2014)

Table B.2: Feed descriptions used in Table S3 for CSMGem comparison.

Feed No. zH2O (w) zCH4 (m) zCO2 (c) zN2 (n)
1 0.5 0 0.5 0
2 0.95 0 0.05 0
3 0.92 0.08 0 0
4 0.5 0.5 0 0
5 0.98 0.01 0.01 0
6 0.5 0.25 0.25 0
7 0.2 0.08 0.72 0
8 0.5 0.25 0 0.25
9 0.5 0 0.45 0.05
10 0.9 0 0.07 0.03
11 0.9 0.03 0.03 0.04
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Figure B.1: Pressure-Temperature CH4 hydrate stability curve comparison with
CSMGem.
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Figure B.2: Pressure-Temperature CO2 hydrate stability curve comparison with
CSMGem.
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B.3 Note on compositional ternary diagrams

At a certain pressure and temperature, the phase diagram of a mixture as
a function of composition can be shown in ternary (3 component) and quaternary
(4 component) diagrams (Orr, 2007, Walas, 2013). For this hydrate system, the
ternary and quaternary phase diagrams have multiple zones of one-, two-, and
three-phase stability. Single phase regions occur near vertices, edges, and planes,
where one or more of the components vanish. Two-phase regions are indicated
by families of tie lines. A overall composition falling on a tie line produces two
distinct phases with each phase composition represented by the end points of the
tie line. The phase fraction is then measured by the lever rule where the fractional
distance along the tie line between one end point and the overall composition is
linearly proportional to the molar phase fraction (Orr, 2007, Walas, 2013). Three-
phase regions are represented by (shaded or unshaded) tie triangles where the
composition of each phase is fixed (as a result of Gibbs Phase Rule) at the end-
points of the triangle. A two-dimensional lever rule holds for the molar phase
fraction within the tie triangle.

B.4 Additional compositional phase diagrams

In Chapter 3, we focused on two thermodynamic conditions: 1) 50 bar and
4 ◦C (Figs. 3.2,3.3) and 2) 70 bar and 4 ◦C (Fig. 3.4). Here we supplement our anal-
ysis with additional phase diagrams. Furthermore, we highlight the differences
in phase composition between hydrate and vapor using pseudo-ternary diagrams,
which we describe below.

B.4.1 Pseudo-ternary diagrams

We translate the three-phase equilibrium compositions within the quater-
nary diagram into a guest-only compositional space called pseudo-ternary dia-
grams. These pseudo-ternary diagrams show the co-existing hydrate (orange lines,
Figs. B.4,B.5) and vapor (red lines, Figs. B.4,B.5) compositions at three-phase equi-
librium (Aq-H-V) on the same ternary plot. We construct these diagrams by sub-
tracting out the H2O fraction and re-normalizing each phase composition by the re-
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maining (i.e., guest-only) components. We choose a guest-only plot to enhance the
intricacies of the hydrate phase composition that are difficult to see on the quater-
nary diagram and because each phase has a nearly constant H2O fraction. There-
fore, the pseudo-ternary diagram is equivalent to a superimposed cross-section
through H2O compositions of ≈0 mol.% for the vapor phase and ≈86 mol.% for
the hydrate phase. We could make similar diagrams for the other two surfaces of
the Aq-H-V zone, but choose this surface because it highlights the dramatic differ-
ence in N2 fraction between the phases.

These diagrams show the difference in phase compositions at three-phase
equilibrium and mark the boundary between hydrate stable and hydrate unstable
regions. Co-existing phase compositions are connected by the tie triangle edges
(thin, black lines, Figs. 3.2), and these two phases are also connected to an aqueous
phase composition (thin, black lines, Fig. 3.2b-c) that is not drawn in the pseudo-
ternary diagrams. The hydrate phase is preferentially enriched in CO2 relative to
the vapor phase, while the vapor is preferentially enriched in N2. The position of
the vapor guest-only composition marks a separation between zones of hydrate
stability. Guest-only compositions above the vapor line (i.e., larger N2 fraction),
will not be hydrate stable at any H2O fraction, whereas compositions below this
line (i.e., smaller N2 fraction) may be hydrate stable depending on the H2O fraction.

Note that since these pseudo-ternary diagrams are two separate, superim-
posed cross-sections, they do not represent absolute boundaries of the Aq-H-V
zone at a particular H2O fraction. Instead, the boundaries of the Aq-H-V zone
at a particular H2O fraction will shift and expand as a function of the H2O frac-
tion. The extent of the boundaries will increase to a maximum near a H2O fraction
of 86 mol.% and will decrease to a very thin zone near H2O fractions of 0 mol.%
and 100 mol.%. This is analogous to the tie triangles shown in Figures 2-3 where
the width of the three-phase zones is greatest at H2O fractions near the hydrate
composition (86 mol.%), but vanish to a point at H2O fractions of 0 mol.% and
100 mol.%. One consequences of this shifting three-phase zone is that guest-only
compositions below the vapor guest-only composition of the Aq-H-V zone may or
may not be hydrate stable. However, guest-only compositions, regardless of H2O
fraction, above the vapor guest-only composition will be hydrate unstable.

79



B.4.2 Pressure and temperature variations

We investigate the pressure and temperature dependencies of the Aq-H-V
zone using a few quaternary diagrams (Fig. B.4) and a P-T matrix of the pseudo-
ternary diagram (Fig. B.5). Since the vapor guest-only composition (red line, Figs. B.4,
B.5) marks the compositions where hydrate is never stable (i.e., above red, vapor
composition line), the most useful attribute of the pseudo-ternary diagrams is the
position of the vapor guest-only composition. At high temperatures and low pres-
sures (e.g., lower right, Fig. B.5), the vapor guest-only composition approaches the
CO2 vertex, so guest-only compositions with sufficient CH4 and/or N2 destabi-
lize hydrate. This is only true when simple CH4 hydrate is also hydrate unstable.
At low temperatures and high pressures (e.g., upper left, Fig. B.5), the vapor guest-
only composition approaches the pure N2 vertex, so most guest-only compositions
are hydrate stable except compositions with very high N2 fractions. At thermody-
namic condition where simple CH4 hydrate is stable, hydrate is stable at compo-
sitions consisting of any CO2 and CH4 mixture, but is unstable at compositions
exceeding a pressure- and temperature-dependent N2 threshold. For example, at
90 bar and 2 C (upper left, Fig. B.5), hydrate is unstable at N2 fraction above ≈90
mol.% for any guest-only mixture of CH4 and CO2, but this threshold decreases
to ≈80 mol.% as the CO2 fraction in the guest-only mixture decreases. Below this
threshold, hydrate may be stable depending on the H2O fraction.
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Figure B.3: Pressure-Temperature N2 hydrate stability curve comparison with
CSMGem.
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Figure B.4: Variation in three-phase zone as a function of pressure (white dia-
monds, Fig. 3.1) using quaternary diagrams (a,c,e) and pseudo-ternary diagrams
of the normalized guest-only compositions. Top panels (a,c,e) show three-phase
zone and hydrate unstable zone within quaternary diagram. Bounding lines, tie
lines, and markers are drawn as they are drawn in Figure 3. The interior surface
of the three-phase zone connecting the hydrate phase to the vapor phase is shaded
in teal. Bottom panels (b,d,f) show ternary diagram of only the guests such that
the H2O fraction is subtracted and the guest composition is normalized by the
non-H2O fraction. The diagram shows the superimposed guest-only composition
of hydrate (orange line) and vapor (red line) at three-phase equilibrium. These
pseudo-ternary diagrams are not a cross-section of the quaternary diagram since
each phase has a different H2O mole fraction such that the hydrate phase is ≈86
mol.% H2O and the vapor phase is ≈0 mol.% H2O, which is true for all presented
pseudo-ternary diagrams not just where it is labeled on (d). a-b) Phase diagrams
at 4 ◦C and 30 bar. Arrows show that vapor (red line) and hydrate (orange) com-
positions appear in both the quaternary and pseudo-ternary diagrams. c-d) Phase
diagrams at 4 ◦C and 50 bar. e-f) Phase diagrams at 4 ◦C and 70 bar.
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Appendix C

Supplemental material for Chapter 4

C.1 Tie line and tie triangle computations for compositional phase

diagrams

In Chapter 4, we simulate the phase stability of water, methane, carbon
dioxide, and nitrogen mixtures at 70 bar, 4◦C using a pre-computed compositional
phase diagram in conjunction with quick interpolation methods. In this phase
space, four phases our possible, which we define as an aqueous phase (Aq), a
vapor phase (V), a hydrate phase (H), and a liquid carbon dioxide phase (L). How-
ever, we restrict the calculations to the sub-space where liquid carbon dioxide is
not stable.

We define a composition using the vector

z = [zH2O, zCH4 , zCO2 , zN2 ]T = [z1, z2, z3, z4]T . (C.1)

We refer to the descriptive subscripts when discussing special features, but
we refer to the numbered subscripts when writing equations.

We define a phase-specific composition using the vector

xj = [xH2O,j, xCH4,j, xCO2,j, xN2,j]
T = [x1,j, x2,j, z3,j, z4,j]

T (C.2)

where j refers to a phase which comprises the set j ∈ {Aq, V,H}. We then
refer to the matrix of phase compositions as xi,j to denote the composition of com-
ponent i in phase j. We similarly number the phases when convenient, but there
is not a direct correspondence between the phases and a set of numbers.

Our pre-computed compositional diagram includes sufficient points in the
compositional space to define 6 unique phase regions numbered according to the
phases that are stable as the following (1) Aq, (2) V, (3) Aq-V, (4) Aq-H, (5) H-V, (6)
Aq-H-V.

Region 1 occurs where all guest components can be dissolved in the aque-
ous phase, which typically occurs when zH2O ≈ 1. The aqueous phase composi-
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tions in region 3, region 5, and region 6 are used to evaluate the stability of only an
aqueous phase.

Region 2 occurs where all components are in the vapor phase, which typi-
cally occurs when zH2O ≈ 0. The vapor phase compositions in region 3, region 4,
and region 6 are used to determine if only a vapor phase is stable.

Region 3 occurs where the components partition into an aqueous phase and
a vapor phase, which typically occurs when zN2/(1 − zH2O) > 0.75. This region
is defined by a family of tie lines, so all the tie lines in this region are used to
determine the composition and stability of the aqueous and vapor phases.

Region 4 occurs where the components partition into an aqueous phase and
a hydrate phase, which only occurs when zH2O > 0.84 and when zN2/(1 − zH2O) <

0.75. This region is defined by a family of tie lines, so all the tie lines in this region
are used to determine the composition and stability of the aqueous and hydrate
phases.

Region 5 occurs where the components partition into a hydrate phase and a
vapor phase, which only occurs when zH2O < 0.84 and when zN2/(1− zH2O) < 0.75.
This region is defined by a family of tie lines, so all the tie lines in this region are
used to determine the composition and stability of the hydrate and vapor phases.

Region 6 occurs where the components partition into an aqueous phase, a
hydrate phase, and a vapor phase, which in a finite width region spanning from
the H2O-CH4-N2 and H2O-CO2-N2 exterior faces of the quaternary compositional
phase diagram. This region is situated between region 3, region 4, and region5.
This region is defined by a family of tie triangles, so all the tie triangles in this
region are used to determine the composition and stability of the aqueous, hydrate,
and vapor phases.

In the two-phase regions, we determine the potential composition of the
stable phases, xi,j , using a distance-weighted interpolation where the distance is
measured between a queried composition, zq, and the projected point onto each
tie-line, zp, where zp,k defines all projected compositions for k total tie lines. We
define the composition of each tie line as xli,j for i components and j phases, xl,ki,j
defines all tie line compositions. We formally define the distance, dk, from the
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queried point to the projected point on each of the k tie lines as

dk(zq) =

√√√√∑
ic

[
zqic − xl,kic,1 −

∑
c(x

l,k
c,2 − xl,kc,1)(zqc − xl,kc,2 − xl,kc,1)∑

c(x
l,k
c,2 − xl,kc,1)2

(xl,kic,2 − xl,kic,1)

]2

, for ic = 1, ..., 4, c = 1, ..., 4

(C.3)

where xi,j=1,2 is the composition of component i in each of the two j phases
that are defined on the tie line.

Then, the composition of the new interpolated tie line xni,j is given by

xni,j(z
q) =

∑
k x

l,k
i,j (d

k(zq))−p∑
k(d

k(zq))−p
, for k = 1, ..., Nt (C.4)

where Nt is the number of tie lines considered and p is an arbitrary expo-
nent. In practice, Nt=20 and exponent p=3 shows good agreement with the full
flash calculation.

The phase fraction αq is determined by solving the following equation

zqi −
∑
j=1,2

xni,jα
q
j = 0, for i = 1, ..., 4 (C.5)

In the three-phase regions, we determine the potential composition of the stable
phases by determining the tie triangle that produces a plane that intersects the
query composition. We formally define this as

Q(zq, γ) =
[
zq − xt1(γ)

]T · [[xt2(γ)− xt1(γ)
]T × [xt3(γ)− xt1(γ)

]T]T (C.6)

where xtj=1,2,3 describes the composition of a tie triangle for each of the j
phases and γ is an index vector defined on the interval 0 ≤ γ ≤ 1 that describes a
specific tie triangle in our set. We formally define γ as the distance along the vapor
phase composition of the tie triangle family such that γ = 0 on the H2O-CH4-N2

external face and γ = 1 on the H2O-CO2-N2 external face. Furthermore, we use
the × operator to denote the cross product and the · operator to denote the dot
product.
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We determine the phase compositions in the three-phase region by solving
for the γ that minimizes Q at zq, which we call γ0. The phase fraction αq is deter-
mined by solving the following equation

zqi −
∑
j=1,2,3

xti,j(γ
0)αqj = 0, for i = 14 (C.7)

We replicate a flash calculation by cycling through each phase region until
we obtain a set of phase compositions xqi,j and phase fractions αqj subject to the
following constraints:

zqi −
Np∑
j=1

xqi,jα
q
j = 0, for i = 14, (C.8)

and

Np∑
j=1

αqj = 1, s.t. 0 ≤ αqj ≤ 1, (C.9)

and

Nc∑
i=1

(1−
Np∑
j=1

xqi,j) = 0, s.t. 0 ≤ xqi,j ≤ 1. (C.10)

WhereNp is the number of total phases considered, which is three,Nc is the
number of total components considered, which is four, xqi,j is the either the output
of xni,j(zq) padded to have zeros for the phase that is not stable or the output of
xti,j(z

q, γ0).
Our two-phase region tie line interpolation scheme is quite similar that pre-

sented by Rannou et al. (2013), but our three-phase region tie triangle interpolation
scheme is not. Instead of minimizing the angle between the query point and a spe-
cific tie triangle, Rannou et al. (2013) minimizes the distance between the query
point and the query point project onto the tie line. In general, this algorithmic
scheme is computationally fast and produces similar results to the output pro-
duced by CSMGem.
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Appendix D

Basis for thermodynamic simulator

In this appendix, we provide detailed description of the flash calculation al-
gorithm and the various equations of state used for each phase. The culmination of
these calculations is available publicly at https://github.com/kdarnell/hydrateflash.

Table D.19 describes the nomenclature of the flash algorithm and each equa-
tion of state. In some cases, variables are used in multiple places, but take on dif-
ferent parameters. To avoid confusion, reference the nomenclature table.

D.1 Flash Algorithm

For the flash algorithm, we use the same approach given by Ballard and
Sloan (2004a) where we minimize objective functions by Newton’s Method to de-
termine the molar phase fraction αj of all j possible phases and the molar composi-
tion xi,j for all components i in phases j. The equations described below are nearly
identical to those found in Ballard with a few exceptions. As input we provide the
molar feed fractions zi of each component. As stated in the main text, feed frac-
tions sum to one, molar phase fractions sum to one, molar compositions in each
phase sum to one, and these are all related by

Π∑
k=1

αkxi,k = zi, i = 1, . . . , C (D.1)

for Π possible phases and C components.
We define one phase as the reference phase, which must be present and

serves as the comparison phase for phase stability of the remaining possible phases.
We can then re-arrange equation (D.1) as,

αrxi,r +
Π∑
k=1
k 6=r

αkxi,k = zi, i = 1, . . . , C (D.2)

where r refers to the reference phase.
We then use the various equations of state (Section 2) to solve for the fugac-
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ity fi,k of each component i in each phase k. A phase is stable by the following
criteria,

fi,r
fi,k

=
xi,rφi,rP

xi,kφi,kP

 1, if phase k is present

< 1, if phase k is not present
, i = 1, . . . , C (D.3)

where φi,k is the fugacity coefficient of component i in phase k and P is
pressure.

This information is then combined into a distribution coefficient that com-
pares the relative fugacity coefficients between component i and r in phase k as,.

Ki,k =
φi,r
φi,k

=


xi,k
xi,r

, if phase k is present
xi,kfi,r
xi,rfi,k

, if phase k is not present
, i = 1, . . . , C, k = 1, . . . ,Π

(D.4)
These two equations can be combined by introducing a stability variable

that is zero when phase k is stable, described as,

yk = ln

(
fi,k
fi,r

)
, k = 1, . . . ,Π (D.5)

The distribution coefficient can then be re-written as,

Ki,k =
φi,r
φi,k

=
xi,kfi,r
xi,rfi,k

=
xi,k
xi,r

exp(ln(
fi,r
fi,k

)) =
xi,k
xi,r

exp(−yk) (D.6)

So, we can define the ratio of molar compositions for all phases and all
components, regardless of whether they are present, as,

xi,k
xi,r

= Ki,ke
yk (D.7)

And, Gupta et al. (1991) showed that this representation of the ratio of mo-
lar compositions is equivalent to minimizing the Gibbs free energy of the system
subject to

Sk =
αkyk
αk + yk

= 0, k = 1, . . . ,Π (D.8)
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The minimum of the Gibbs free energy is found by minimizing Sk, such
that yk = 0 if αk 6= 0 (i.e., phase k is present) or αk = 0 if yk 6= 0 (i.e., phase k is not
present).

Then the relationship between molar composition, molar phase fraction,
and feed compositions can be written as,

(
αr +

Π∑
k=1
k 6=r

αkKi,ke
yk

)
xi,r = zi, i = 1, . . . , C (D.9)

which is valid for all phases and for all components. This relationship can
then be combined with constraints on α and x to yield,

1 =
C∑
i=1

xi,k =
C∑
i=1

ziKi,ke
yk

1 +
∑Π

j=1
j 6=r

αj(Ki,jeyk − 1)
(D.10)

This gives a second set of objective functions that need to be minimized,

Ek =
C∑
i=1

zi(Ki,ke
yk − 1)

1 +
∑Π

j=1
j 6=r

αj(Ki,jeyj − 1)
= 0, k = 1, . . . ,Π (D.11)

The molar compositions are then defined as

xi,k =
ziKi,ke

yk

1 +
∑Π

j=1
j 6=r

αj(Ki,jeyj − 1)
= 0, i = 1, . . . , C; k = 1, . . . ,Π (D.12)

except the hydrate phase, which is defined as

xi,H =

∑
m νmθi,m

1 +
∑

m

∑
j νmθj,m

(D.13)

The algorithm is broken into an inner loop and outer loop. The inner loop
solves for the minimum of Sk and Ek by updating yk and αk at fixed xi,k and Ki,k

until convergence. The outer loop uses the updated yk and αk to calculate xi,k and
consequently Ki,k through the equations of state. This update is performed only
once (successive substitution), such that |∆xi,k| < 0.5xi,k. The algorithm terminates
when ∆xi,k ≈ 0, Sk < ε, and Ek < ε, where ε is a sufficiently small number.
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The inner loop is minimized by solving the following equation for ∆βk

where β = y or β = α,

∂R

∂β
∆β = −R (D.14)

with Rk either as Sk or Ek. These equations are all solved simultaneously
yielding this system of equations

∂E1

α1
· · · ∂E1

∂αΠ

∂E1

∂y1
· · · ∂E1

yΠ

... . . . ...
... . . . ...

∂EΠ

α1
· · · ∂EΠ

∂αΠ

∂EΠ

∂y1
· · · ∂EΠ

∂yΠ

∂S1

α1
· · · ∂S1

∂αΠ

∂S1

∂y1
· · · ∂S1

yΠ

... . . . ...
... . . . ...

∂SΠ

α1
· · · ∂SΠ

∂αΠ

∂SΠ

∂y1
· · · ∂SΠ

∂yΠ





∆α1

...
∆αΠ

∆y1

...
∆yΠ


= −



E1

...
EΠ

S1

...
SΠ


(D.15)

We also ensure convergence of the inner loop using the suggestion of Gupta
et al. (1991), who shows that if yk < δ or αk < δ, then we set yk = δ, αk = δ where
δ = 1× 10−10. This ensures that either yk or αk goes to zero on the next iteration.

We define the Jacobian matrix terms similar to Ballard, except modify one
term. The derivatives of E and S with respect to α are the same and defined as

∂Ek
∂αj

= −
C∑
i=1

zi(Ki,ke
yk − 1)(Ki,je

yj − 1)(
1 +

∑Π
m=1
m 6=r

αm(Ki,meym − 1)

)2 , k = 1, . . . ,Π(k 6= r), j = 1, . . . ,Π(j 6= r)

(D.16)

∂Sk
∂αj

=

0, if k 6= j

yk
αk+yk

− αkyk
(αk+yk)2 , if k = j

(D.17)

And, the derivatives of S with respect to y are also the same and defined as,

∂Sk
∂yj

=

0, if k 6= j

αk
αk+yk

− αkyk
(αk+yk)2 , if k = j

(D.18)

However, the derivatives of E with respect to y are different in the case that
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k = j. The standard case is the same and defined as

∂Ek
∂yj

= −
C∑
i=1

zi(Ki,ke
yk − 1)(αjKi,je

yj)(
1 +

∑Π
m=1
m 6=r

αm(Ki,meym − 1)

)2 , k = 1, . . . ,Π(k 6= r, j), j = 1, . . . ,Π(j 6= r, k)

(D.19)
In the case that j = k, the derivative is

∂Ek
∂yk

=
C∑
i=1

zi(Ki,ke
yk − 1)

1 +
∑Π

m=1
m 6=r

αm(Ki,meym − 1)
− zi(Ki,ke

yk − 1)(αkKi,ke
yk)

(1 +
∑Π

m=1
m 6=r

αm(Ki,meym − 1))2
, k = 1, . . . ,Π(k 6= r)

(D.20)
which has an extra term added to the standard derivative.
The algorithm is initialized by setting αk = 1/Π and yk = 0 and then ap-

proximating Ki,k and xi,k using ideal (i.e., composition-independent) distribution
coefficients defined in Section 2.

D.2 Equations of State

We have three equations of state for four possible phases (aqueous, hydrate,
vapor hydrocarbon, and liquid hydrocarbon). We detail these equations of state
using the published equations (Ballard and Sloan Jr, 2002, Jager et al., 2003, Sloan Jr
and Koh, 2007) and the accompanying fitting parameters relevant to the compo-
nents considered in this manuscript. We address each equation of state separately.
However, for each equation of state the desired output is the fugacity of each com-
ponent in each phase. Where applicable, the reference conditions are defined as
T0 = 298.15 K and P0 = 1 bar.

We also describe the equations used to define the ideal distribution coeffi-
cients necessary to initialize the flash algorithm.

D.2.1 Hydrate equation of state

The hydrate equation of state found in Ballard is similar to other equations
of state that use the chemical potential method of van der Waals-Platteeuw. How-
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ever, the key difference is that the Ballard version allows for volume changes asso-
ciated with different guests and the fugacity is, both, explicit in pressure, temper-
ature, and composition and does not require an aqueous phase to be present.

Water is the only component where the fugacity in hydrate can be defined.
Fugacity in hydrate for the other components is determined by whichever phase
is stable. Thus, the equation of state presented below is only for water, but does
consider the combined effects of the other components.

The fugacity of water in hydrate fH
w is defined as

fH
w = fw,o exp

[
µH

w − gw,o

RT

]
(D.21)

where the subscript refers to component and the superscript refers to the
phase (fH

w = fw,H in the nomenclature of the flash algorithm), µH
w is the chemical

potential of water in hydrate, gw,o is the Gibbs free energy of pure water in the ideal
gas state, fw,o is the fugacity T is temperature, and R is the universal gas constant.

The chemical potential of water in the hydrate is defined as

µH
w = gβw +RT

∑
i

νi ln

(
1−

∑
J

θJ,i

)
+RT ln γH

w (D.22)

where gβw is the Gibbs free energy of water in in standard hydrate state, θJ,i
is the fractional occupancy of component J in cage i (i.e., small or large cage for
structure I hydrate), and γH

w is the activity coefficient of water in hydrate, which
accounts for the volume expansion of hydrate when filled with guest molecules.

The fractional occupancy of the cages follows the original van der Waals
and Plateeuw theory, which takes the adsorption-like form of

θJ,i =
CJ,ifJ

1 + CJ,ifJ
(D.23)

where J refers to each component, i refers to the hydrate cage, CJ,i is the
Langmuir constant defined as “attractiveness” of component J to the ith cage, and
fJ is the fugacity of component J in some other phase that is stable.

The Langmuir constant is found by integrating a Kihara core potential with
fitted parameters specific for each guest (i.e., kihara potential parameters) that a fit
based on experimental data. The Kihara fitting parameters for the guests consid-
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ered here are found in Table D.1. The equation for the Langmuir constant is

CJ,i =
4π

kT

∫ R1−aJ

0

exp

[−∑n ωJ,n(r)

kT

]
r2 dr (D.24)

where k is the Boltzmann constant, aJ is the radius of the spherical core of
component J (Table D.1), r is the distance of the guest molecule from the cavity
center, R1 is the free cavity radius of shells in cage i, and ωJ,n is the cell potential
of shell n in cage i. The various shells considered here are found in Table D.7. The
cell potential is defined as

ωJ,n(r) = 2znεJ

[
σ12
J

R11
n r

(
δ10 +

aJ
Rn

δ11

)
− σ6

J

R5
nr

(
δ4 +

aJ
Rn

δ5

)]
(D.25)

where σJ is the core distance at zero potential of component J (Table D.1), εJ
is the maximum attractive potential of component J (Table D.1), zn is the number
of water molecules in shell n of cage i (Table D.7), Rn is the free cavity radius of
shell n in cage i (Table D.7), and δ is a function defined as

δN =
1

N

[(
1− r

Rn

− aJ
Rn

)−N
−
(

1 +
r

Rn

− aJ
Rn

)−N]
(D.26)

The molar Gibbs free energy of water in the empty hydrate is defined as

gβw
RT

=
gβw0

RT0

−
∫ T

T0

hβw
RT 2

dT +

∫ P

P0

vβw
RT

dP (D.27)

where gβw0 is the molar Gibbs free energy of water for empty hydrate at
reference conditions (Table D.2), gβw is the molar enthalpy of water in hydrate, and
vβw is the molar volume of the hydrate.

The molar enthalpy of water in the hydrate is defined as

hβw = hβw0
+

∫ T

T0

cPβw dT (D.28)

where hβw0 is the molar enthalpy of water in the empty hydrate at reference
conditions (Table D.2) and cPβw is the heat capacity of water in the empty hydrate.

94



The heat capacity of hydrate is defined as

cPw = a0 + a1T + a2T
2 + a3T

3 (D.29)

where the constants a0, a1, a2, and a3 are shown in Table D.5.
The molar volume of empty hydrate is expressed as

vβw = (a∗0)3 exp[α1(T − T0) + α2(T − T0)2 + α3(P − T0)3 − κH(P − P0)] (D.30)

where a∗0 is the standard lattice parameter at reference conditions (11.99245
Å), κH is the volumetric compressibility of hydrate (Table D.3), and the constants
α1, α2, and α3 are volumetric thermal expansion parameters for hydrate (Table
D.6).

The activity of water in hydrate is defined as the differences between a filled
hydrate with guests and the standard empty hydrate. This is expressed as

ln γH
w =

∆gβw0

RT0

+
∆hβw0

R

(
1

T
− 1

T0

)
+

∫ P

P0

∆vH

RT
dP (D.31)

where ∆gβw0 is the perturbation of the molar Gibbs free energy in water of
hydrate due to filled cages, ∆hβw0 is the perturbation of the molar enthalpy in water
of hydrate due to filled cages, and ∆vH is the perturbation of the molar volume due
to filled cages.

The perturbations of the molar Gibbs free energy and enthalpy are functions
of the molar volume change at reference conditions. They are expressed as

∆gβw0
= A∆∆vH

0 (D.32)

∆hβw0 = B∆∆vH
0 (D.33)

where A∆ and B∆ are fitted constants (Table D.2) and ∆vH
0 is the difference

between an empty and a filled hydrate at reference conditions.
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More generally, the change in molar volume is expressed as

∆vH = vH − vβ (D.34)

where vH is molar volume of hydrate and is a function similar to that for the
empty hydrate, but with additional terms for the filling of the hydrate. The molar
volume of hydrate is expressed as

vH = v0 exp[α1(T − T0) + α2(T − T0)2 + α3(T − T0)3 − κH(P − P0)] (D.35)

where v0 is the guest-specific volume dependence at reference conditions.
This guest-specific volume dependence is expressed as

v0(~x) =

(
a∗0 +

∑
i

Ni

∑
J

f(θJ,i)∆rJ,i

)3

(D.36)

where v0(~x) denotes that the volume dependence is a function of composi-
tion, Ni is the number of cages of type i in the hydrate, ∆rJ,i are fitted repulsive
constants for component J in cage i (Table D.4), and f(θJ,i) is a function of the
fractional occupancy of component J in cage i.

The function f(θJ,i) is expressed as

f(θJ,i) =
(1 + ηS)θJ,S
1 + ηSθJ,S

exp[DJ − (D̄)S], for 512 (S) cages

=
(1 + ηL)θJ,L
1 + ηLθJ,L

, for 51262 (L) cages
(D.37)

where ηi is the coordination number of cage i (zi) per water molecule in the
hydrate (Table D.7), DJ is the molecular diameter of component J (Table D.4), and
(D̄)i is the fractional occupancy average of guest molecule diameters in cage i.

Formally, the fractional occupancy average of guest molecule diameters is
expressed as

(D̄)i =
C−1∑
J=1

DJθJ,i (D.38)
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Table D.1: Regressed Kihara Potential Parameters

Component aJ (Å) σJ (Å) εJ/k (K)
CH4 0.3834 3.14393 155.593
CO2 0.6805 2.97638 175.405
N2 0.3526 3.13512 127.426

Table D.2: Regressed Formation Properties of Standard Hydrates

Property sI
gβw0 (J/mol) -235537.85
hβw0 (J/mol) -291758.77
A∆ (J/cm3) 25.74
B∆ (J/cm3) -481.32

The compressibility of hydrate when more than one guest is present is sim-
ilarly expressed as

κH =
C−1∑
J=1

κJ,HθJ,L (D.39)

D.2.2 Vapor and liquid hydrocarbon equation of state

We use the Soave-Redlich-Kwong (SRK) equation of state for the vapor and
liquid hydrocarbons phases to mimic that used in Ballard. This is a well-known
equation of state. However, we reproduce the necessary equations here for com-
pleteness.

Table D.3: Regressed Volumetric Compressibility Parameters for Hydrate Volume

Component κJ,H (bar−1)
CH4 3.0E-05
CO2 3.0E-6
N2 3.1E-5
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Table D.4: Regressed Repulsive Constants and Guest Diameters for Hydrate Vol-
ume

Component Diameter (Å) Repulsive Constant Repulsive Constant
sI small cage sI large cage

DJ ∆rJ,S ∆rJ,L
CH4 4.427 1.7668E-2 1.0316E-2
CO2 4.603 0 5.8282E-3
N2 4.177 1.7377E-2 0

Table D.5: Heat capacity parameters for sI Hydrate at 1 bar

a0/R a1/R (K−1)(102) a2 (K−2)(105) a3 (K−3)(109)
0.735409713 1.14180551 -1.72746 63.5104

Table D.6: Regressed Volumetric Thermal Expansion Parameters for sI Hydrate

α1 (K−1) α2 (K−2) α3 (K−3)
3.384960E-4 5.400990E-7 -4.769460E-11
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Table D.7: Hydrate Cage Characteristics of sI Hydrates

Nominal size (a0) 12.03 Å
Small cage (512)
No. of water molecules in cage 20
Average radius 3.908 Å
Layer 1
Layer type (i)
No. of water molecules in layer 8
Radius of layer 3.83 Å
Layer 2
Layer type (k)
No. of water molecules in layer 12
Radius of layer 3.96 Å
Large cage (51262)
No. of water molecules in cage 24
Average radius 4.326 Å
Layer 1
Layer type (i)
No. of water molecules in layer 8
Radius of layer 4.47 Å
Layer 2
Layer type (k)
No. of water molecules in layer 8
Radius of layer 4.06 Å
Layer 3
Layer type (k)
No. of water molecules in layer 4
Radius of layer 4.645 Å
Layer 4
Layer type (c)
No. of water molecules in layer 4
Radius of layer 4.25 Å
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This equation of state equation relates pressure, temperature, molar volume
as

P =
RT

v − b −
a

v(v + b)
(D.40)

where v is molar volume, a is an energy constant, and b is a volume constant.
The energy constant parameter is defined as

a =
C∑
i=1

C∑
j=1

xixjaij (D.41)

where xi is the mole fraction of component i in either the vapor phase (xi,V)
or the liquid hydrocarbon phase (xi,L), aij represents attractive forces between com-
ponents i and j, and is expressed as,

aij = (1− kij)
√
αiaiαjaj (D.42)

where kij is the interaction parameter between components i and j (Table
D.9), and ai represents attractive forces between two molecules of component i,
and is expressed as

ai = 0.42747
R2T 2

ci

Pci
(D.43)

The αi term is a corrective term for the vapor pressure of pure component i,
and is expressed as

αi =

(
1 + S1i(1−

√
Tri) + S2i

(1−
√
Tri)√

Tri

)2

(D.44)

where S2i is a constant, Tri is the reduced temperature calculated as

Tri =
T

Tci
(D.45)

and S1i is expressed in terms of the acentric factor as

S1i = 0.48508 + 1.55171ωi − 0.15613ω2
i (D.46)
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Table D.8: Critical properties and molecular weight

Component Tc (K) Pc (bar) Vc (L/mol) Mw ω S2

CH4 190.56 45.991 0.09865 16.043 0.0115 -0.012223
CO2 304.21 73.831 0.09396 44.010 0.2236 -0.004474
N2 126.20 34.001 0.08919 28.013 0.0377 -0.011016
H2O 647.30 220.483 0.05595 18.015 0.3440 -0.201789

For water, S1w = 1.2440.
The volume constant b represents the average hard core volume of the mix-

ture and is expressed using standard linear mixing rules as

b =
C∑
i=1

xibi (D.47)

where bi is the hard core volume of component i, expressed as

bi = 0.08664
TTci
Pci

(D.48)

Development of the fugacity of any component in the vapor and liquid hy-
drocarbon phases using a cubic equation of state is explicit in fugacity, which can
be found via the following thermodynamic relationship

fi = xiP exp

[∫ P

0

(
v̄i
RT
− 1

P

)
dP
]

= xiP exp

[
bi
b

(z − 1)− ln(z −B)− A

B

(
2
∑C

j=1 xjaij

a
− bi
b

)
ln(1 +

B

z
)

] (D.49)

where A = aP
R2T 2 , B = bP

RT
, and z = Pv

RT
.

101



Table D.9: Interaction parameters (kij) for SRK EOS

Components CH4 CO2 N2 H2O
CH4 - 0.0936 0.0291 0.4965
CO2 0.0936 - -0.0462 -0.07
N2 0.0291 -0.0462 - 0.5063
H2O 0.4965 -0.07 0.5063 -

D.2.3 Aqueous equation of state

The fugacity for the aqueous phase is expressed using an explicit relation-
ship similar to the hydrate phase. This relationship is defined as

fi,k = fi,o exp

[
µi,k − gi,o
RT

]
(D.50)

where the subscript o refers to the property of component i in the ideal gas
stat, fi,o is the ideal gas fugacity of component i at 1 bar simply equal to 1 bar, gi,o
is the gibbs energy of component i in the ideal gas state.

The Gibbs free energy of component i in the ideal gas state is expressed as

gi,o
RT

=
gi0,o
RT0

−
∫ T

T0

hi,o
RT 2

dT (D.51)

where gi0,o is the molar Gibbs energy of formation at T0 and P0 (Table D.10)
and hi,o is the enthalpy at P0 and T0.

The enthalpy of component i in the ideal gas state is expressed as

hi,o = hi0,o +

∫ T

T0

cPidT (D.52)

where hi0,o is the molar enthalpy of formation at T0 and P0 (Table D.10), cPi
is the heat capacity.

The heat capacity of component i in water is expressed

cPi = a0 + a1T + a2T
2 + a3T

3 (D.53)

where the constants a0, a1, a2, and a3 are defined in Table D.11.
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The chemical potential of component i (excluding water) in the aqueous
phase is expressed as

µi,Aq

RT
=

ḡi∗0
RT0

−
∫ T

T0

h̄i∗

RT 2
dT +

∫ P

P0

v̄i∗

RT
dP + ln ai,Aq, i 6= water (D.54)

where the subscripts ∗ and 0 refer to the component i in a hypothetical 1
molal solution and standard conditions (T0 and P0), respectively. ḡi∗0 (Table D.12),
h̄i∗ , and v̄i∗ (Table D.12) are the partial molar Gibbs energy of formation, enthalpy,
and volume of component i in the 1 molal solution.

The partial molar enthalpy is expressed as

h̄i∗ = h̄i∗0 +

∫ T

T0

c̄P ∗
i

dT (D.55)

where h̄i∗0 is the partial molar enthalpy (at T0 and P0) (Table D.12) and cP ∗
i

is
the partial molar heat capacity (at P0) of solutes in the aqueous phase.

The partial molar heat capacity and partial molar volume is expressed as

cP ∗
i

= c1 +
c2

T 2
+ ωBornTX (D.56)

where the constants c1 and c2 are defined in Table D.13, and ωBorn is defined
in Table D.12.

The partial molar volume of component i is defined as

v̄i∗ = v1 +
v2

Ψ + P
+

[
v3 +

v4

Ψ + P

]
1

T −Θ− τ −
ωBorn

ε2

(
∂ε

∂P

)
T

(D.57)

where Θ = 228K, Ψ = 2600 bar, ωBorn is the Born coefficient (Table D.12), and
the constants v1, v2, v3, and v4 are defined in Table D.13.

The term X is calculated from

X =
1

ε

[(
∂2 ln ε

∂T 2

)
P

−
(
∂ ln ε

∂T

)2

P

]
(D.58)
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The dielectric constant of water ε is expressed as

ε =
2∑

n=0

(a1n + a2nP + a3nP
2)T n (D.59)

where the amn constants are defined in Table D.14.
The term τ in the partial molar volume is calculated from

τ =
(5/6)T −Θ

1 + e(T−273.15)/5
(D.60)

The chemical potential of water in the aqueous phase is defined as

µw,Aq

RT
=
gw0,Aqpure

RT0

−
∫ T

T0

hw,Aqpure

RT 2
dT +

∫ P

P0

vw,Aqpure

RT
dP + ln aw,Aq (D.61)

where the Aqpure subscript refers to pure liquid water phase.
The volume of pure liquid water is expressed as

vw,Aqpure
=

3∑
n=0

(a1n + a2nP + a3nP
2 + a4nP

3)T n (D.62)

where the constants amn are defined in Table D.16.
The activity of the solutes is expressed as,

aj,Aq =
mj

mj∗
γj,Aq (D.63)

where mj is the molality of species j, mj∗ is the molality at the standard
state (1 molal), and γj,Aq is the activity coefficient of species j in the aqueous phase

Since we do not consider any ionic species in this paper, the activity coeffi-
cient is expressed using the Pitzer-type relationship,

ln γj,Aq = 2
∑
k

mkγP1jk (D.64)

γP1jk = β0jk (D.65)
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Table D.10: Ideal gas formation properties

Component gi0,o(J/mol) hi0,o(J/mol)
CH4 -50830 -74900
CO2 -394600 -393800
N2 0 0
H2O -228700 -242000

Table D.11: Ideal gas heat capacity parameters

Component a0/R a1/R(K−1)(102) a2/R(K−2)(105) a3/R(K−3)(109)
CH4 2.3902 0.6039 0.1525 -1.3234
CO2 2.6751 0.7188 -0.4208 0.8977
N2 3.4736 -0.0189 0.0971 -0.3453
H2O 3.8747 0.0231 0.1269 -0.4321

ln aw,Aq = −Mw

[∑
j

∑
k

mjmkγP1jk +
∑
j

mj

]
(D.66)

where Mw is the molecular weight of water.
For a CO2-CO2 molecular interaction,

β0jj = 0.107− 4.5E-4T , for j = CO2 (D.67)

For all other interactions, γP1jk = 0.

Table D.12: Partial molar formation properties and Born constants of solutes

Component ḡi∗0(J/mol) h̄i∗0(J/mol) ωBorn(J/mol)
CH4 -34451 -87906 -133009
CO2 -385974 -413798 -8368
N2 18188 -10439 -145101
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Table D.13: Partial molar heat capacity (at 1 bar) and volume terms of solutes

Parameter CH4 CO2 N2

c1(J/mol-K) 176.12 167.50 149.75
c2(J-K/mol) 6310762 5304066 5046230
v1(J/mol-bar) 2.829 2.614 2.596
v2 (J/mol) 3651.8 3125.9 3083.0
v3(J-K/mol-bar) 9.7119 11.7721 11.9407
v4(J-K/mol) -131365 -129198 -129018

Table D.14: Parameters for dielectric constant of water

n = 0 n = 1 (K−1) n = 2 (K−2)
a1n 243.9576 -0.7520846 6.60648E-4
a2n (bar−1) 0.039037 -2.12309E-4 3.18021E-7
a3n (bar−2) -1.01261E-5 6.04961E-8 -9.33341E-11

Table D.15: Formation properties and heat capacity terms of pure water

gw0,Aqpure
(J/mol) -237129

hw0,Aqpure
(J/mol) -285830

a0/R 8.712
a1/R(K−1)(102) 0.125
a2/R(K−2)(105) -0.018
a3/R(K−3)(109) 0

Table D.16: Parameters for volume of water (cm3/mol)

n = 0 n = 1 (K−1) n = 2 (K−2) n = 3 (K−3)
a1n 31.1251 -1.14154E-1 3.10034E-4 -2.48318E-7
a2n (bar−1) -2.46176E-2 2.15663E-4 -6.48160E-7 6.47521E-10
a3n (bar−2) 8.69425E-6 -7.96939E-8 2.45391E-10 -2.51773E-13
a4n (bar−3) -6.03348E-10 5.57791E-12 -1.72577E-14 1.77978E-17
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D.3 Ideal distribution coefficients (K-values)

Ideal distribution coefficients are composition-independent distribution co-
efficients that depend on a single component at a time. These distribution coeffi-
cients are used to initialize Ki,k and xi,k in the flash algorithm. There is a separate
subsection for each several phase combinations.

D.3.1 Vapor and Liquid hydrocarbon phases

The distribution coefficients between vapor phase and liquid phase hydro-
carbons is expressed by the Wilson correlation for ideal K-values as

Ki =
xi,V
xi,L

=
Pci
P

exp

(
5.373(1 + ωi)(1−

Tci
T

)

)
, i 6= water. (D.68)

The distribution coefficients is slightly different for water and expressed as

Ki =
xi,V
xi,L

=
−133.67 + 0.63288T

P
+ 3.19211E-3P , i = water. (D.69)

D.3.2 Vapor and aqueous phases

The distribution coefficients between vapor phase and aqueous phase is de-
fined by a modification to Raoult’s law. Raoult’s law is

xi,Vφi,VP = xi,Aqγi,AqP
sat
i exp

[∫ P

P sati

v

RT
, dP

]
(D.70)

where γi,Aq is the activity coefficient of component i in the Aqueous phase
and P sat

i is the temperature-dependent saturation pressure of component i.
We make the same assumptions as Ballard, which are 1) γi,Aq ≈ γ∞i,Aq, 2)

φi,V ≈ 1, and 3) exponential term (poynting correction) is unity. Then we define
the distribution coefficient as

Ki =
xi,V
xi,Aq

=
P sat
i

P
γ∞i,Aq. (D.71)

where γ∞i,Aq is the infinite dilution activity coefficient.
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These remaining parameters are expressed with correlations. For hydrocar-
bons, the saturation pressure is expressed as

P sat
i = Pci exp[a1 + ωia2] (D.72)

where a1 and a2 are constants.
These constants are defined as

a1 = 5.927140− 6.096480
Tci
T
− 1.288620 ln

T

Tci
+ 0.169347

T 6

T 6
ci

(D.73)

and

a2 = 15.25180− 15.68750
Tci
T
− 13.47210 ln

T

Tci
+ 0.43577

T 6

T 6
ci

(D.74)

For water, the saturation pressure is expressed as

P sat
i = exp

[
12.048399− 4030.18245

T − 38.15

]
(D.75)

The infinity dilution coefficient for hydrocarbons is defined as

γ∞i = exp

[
0.688 + 0.642N1

]
(D.76)

where N1 is the total number of carbon atoms in molecule i (the solute in
the water). For water, γ∞i = 1.

D.3.3 Vapor and hydrate phases

The ideal distribution coefficient between hydrate phase and vapor phase
is based on water-free correlations that are converted to a regular distribution co-
efficient. The water-free distribution coefficient is expressed as

Kwf
i =

xwfi,V

xwfi,H
(D.77)

where the wf subscript refers to the water-free basis.
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Water-free compositions as are represented as

xwfi,H =
xi,H∑C
j=1
j 6=w

xj,H
=

xi,H
1− xw,H

(D.78)

This is then re-arranged to provide a relationship between the real compo-
sition and the water-free compositions as

xi,H = xwfi,H(1− xw,H), (D.79)

The ideal K-value is then

Ki =
xi,V
xi,H

=
xi,V

xwfi,H(1− xw,H)
≈

xwfi,V

xwfi,H(1− xw,H)

=
Kwf
i

1− xw,H

(D.80)

where xw,H = 0.88 for structure 1 (prior to flash calculation).
However, the K-value for water in hydrate is, alternatively, expressed as

Kw =
xw,V

xw,H
=

Kw,V-Aq

xw,HKw,Ice-Aq
(D.81)

where theKw,V-Aq distribution is given in the vapor and aqueous phase ideal
K-value section and the Kw,Ice-Aq is defined in the next section.

For guest, the water-free distribution coefficients are expressed as

Kwf
i =

xwfi,V

xwfi,H

= exp

[
a1 + a2 lnP + a3(lnP )2 − (1/T )(a4 + a5 lnP + a6(lnP )2+

a7(lnP )3) + a8/P + a9/P
2 + a10T + a11P + a12 ln

P

T 2
+ a13/T

2

] (D.82)

where the constants are shown in Table D.17
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Table D.17: Parameters for Eq.

CH4 CO2 N2

a1 27.474169 15.8336435 173.2164
a2 -0.8587468 3.119 -0.5996
a3 0 0 0
a4 6604.6088 3760.6324 24751.6667
a5 50.8806 1090.27777 0
a6 1.57577 0 0
a7 -1.4011858 0 0
a8 0 0 1.441
a9 0 0 -37.0696
a10 0 0 -0.287334
a11 0 0 -2.07405E-5
a12 0 0 0
a13 0 0 0

D.3.4 Ice and aqueous phases

We do not explicitly consider ice as a possible phase. However, we need the
ideal K-value for water in ice to produce the ideal K-value for water in hydrate.

The ideal K-value between ice phase and aqueous phase is

Ki =
xi,Ice

xi,Aq

 0, if i 6= water,
1

xi,Aq
, if i = water

(D.83)

The aqueous phase water composition is expressed as

xw,Aq = 1 + 8.33076E-3(T − Tice) + 3.91416E-5(T − Tice)
2 (D.84)

where Tice is expressed as

Tice = 273.1576− 7.404E-3(P − P0)− 1.461E-6(P − 6.11657E-3)2 (D.85)
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Table D.18: K-values for each phase with respect to each possible reference phase

Reference phase
V L Aq

Ki,V 1 Ki;1 Ki;2

Ki,L
1

Ki;1
1 Ki;2

Ki;1

Ki,Aq
1

Ki;2

Ki;1
Ki;2

1
Ki,H

1
Ki;3

Ki;1
Ki;3

Ki;2
Ki;3

D.3.5 Combining ideal K-values

The ideal distribution coefficients must be combined into distribution co-
efficients that all have the reference phase in the denominator. Thus, the ideal
K-values described above need to be converted into K-values that correspond to
meaningful values in the flash algorithm.

We treat the ideal K-values according to a naming system that where a semi-
colon and a number in the subscript reference one of the ideal K-values. These are
expressed as

Ki;1 =
xi,V
xi,L

, Ki;2 =
xi,V
xi,Aq

, Ki;3 =
xi,V
xi,H

(D.86)

We seek a set of distribution coefficients for the flash algorithm that is de-
fined as

Ki,m =
xi,m
xi,r

, for m = V,L,Aq,H, for r = V,L,Aq (D.87)

These reference phase distribution coefficients are determined according the
conversion relationship defined in Table D.18.

Table D.19: Nomenclature

Symbol Parameter Unit

Hydrate Equation of State

aJ Hard core radius of component J for Kihara Potential Å
σJ Soft core radius of component J for Kihara Potential Å
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Table D.19: Nomenclature

Symbol Parameter Unit

εJ Potential well depth of component J for Kihara Potential J
gβw0 Gibbs free energy of water at reference conditions in empty

hydrate phase
J/mol

hβw0 Enthalpy of water at reference conditions in empty hydrate
phase

J/mol

A∆ Constant for perturbed Gibbs free energy of filled hydrate J/cm3

B∆ Constant for perturbed enthalpy of filled hydrate J/cm3

κJ,H Compressibility of hydrate when filled with component j bar−1

DJ Diameter of guest molecule J Å
∆rJ,m Repulsive constant for hydrate volume of guest J in cage m -
a0 Nominal size of hydrate unit cell Å
αn Thermal expansion parameter for hydrate of exponent n K−n

θJ,i Fractional occupation of cage i by component J -
CJ,i Langmuir constant for cage i and component J -
k Boltzmann constant J/K
ωJ,n(m) Cell potential of component J in shell n of cage m J
zn(m) Number of water molecules in shell n of cage m -
γH

W Activity coefficient for water in hydrate -
gH
J Gibbs energy of component J in hydrate J/mol
µH
J Chemical potential of component J in hydrate J/mol
R Universal Gas constant J/mol-K
T Temperature K
T0 Reference temperature (298 K) K
P Pressure bar
P0 Reference pressure (1 bar) bar
νi Number of cages of type i per water molecule in hydrate -
fH

w Fugacity of water in hydrate bar
vβw Molar volume of empty hydrate cm3/mol
vH

w Molar volume of filled hydrate cm3/mol
cβPw

Heat capacity of water in empty hydrate J/mol-K
v0(x) Compositional dependence of hydrate at reference conditions cm3/mol
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Table D.19: Nomenclature

Symbol Parameter Unit

Pci Critical pressure of component i bar
Tci Critical temperature of component i K
ωi Acentric factor of component i -
γ∞i,Aq Infinite dilution activity coefficient of component i in the

aqueous phase
-

P sat
i Saturation pressure of component i bar
Kwf
i Water-free ideal distribution coefficient for component i -

Ki Ideal distribution coefficient between two phases for compo-
nent i

-

Ki,M -N Ideal distribution coefficient between phases M and N for
component i

-

Hydrate Equation of State

fi,o Fugacity of component i in the ideal gas state bar
gi,o Gibbs free energy of component i in the ideal gas state J/mol
hi,o Enthalpy of component i in the ideal gas state J/mol
gi0,o Gibbs free energy of formation at reference conditions for

component i
J/mol

hi0,o Enthalpy of formation at reference conditions for component
i

J/mol

ḡ∗i Partial molar Gibbs free energy in a hypothetical 1 molal so-
lution i

J/mol

h̄∗i Partial molar enthalpy in a hypothetical 1 molal solution for
component i

J/mol

v̄∗i Partial molar volume in a hypothetical 1 molal solution for
component i

J/mol

ḡ∗i0 Partial molar heat capacity at P0 for component i J/mol
ε Dielectric constant of water -
ωBorn Born coefficient -
mj Molality of species j molal
aj,Aq Activity coefficient for component j in the aqueous phase -
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Table D.19: Nomenclature

Symbol Parameter Unit

Vapor and Liquid Hydrocarbon Equation of State

vi Molar volume of component i in either the liquid hydrocar-
bon or vapor phase

cm3/mol

aij Attractive forces between components i and j -
kij Interaction parameter between components i and j -
ai Attractive forces between two molecules of component i -
αi Corrective term for the vapor pressure of pure component i -
Tri Reduced temperature of component i K
S1i Constant for acentric factor for component i -

Flash Calculation

αk Molar phase fraction of phase k -
xi,k Mole fraction of component i in phase k -
Ki,k Distribution coefficient of component i in phase k -
φi,k Fugacity coefficient of component i in phase k -
yk Stability coefficient of component k -
Sk Gibbs free energy minimization constraint for phase k -
Ek Objective function to minimize Gibbs free energy for phase k -
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