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Lithosphere–Mantle Interactions

Abstract

We study the interaction between lithospheric dynamics and mantle convection to establish a comprehensive
model of large-scale deformation that can be tested using a variety of surface observables. In chapter 1 we ex-
plore subduction and upper-mantle convection using fluid-dynamic models. Comparing results from analog and
numerical experiments, we show that key observations in subduction zones can be explained using fluid flow.
We analyze contrasting styles of back-arc deformation based on the balance between viscous dissipation and
gravitational energy release in the subducting plate. By combining a wide range of geological and geophysical
data in chapter 2 we are able to reconstruct the subduction history of the Central Mediterranean. Subduction
initiated slowly and lead to episodic back-arc spreading, as predicted from our models for predominantly slab-
pull driven subduction. Based on these regional studies, we estimate global deformation in the lithosphere from
spherical-circulation calculations. Chapter 3 describes a comprehensive and quantitative comparison between
mantle models from tomography and geodynamics. Establishing such a benchmark for three-dimensional struc-
ture is important if we want to move from the mapping phase of tomography to hypothesis testing. To examine
the dynamic self-consistency of our flow models, we study the torques on the plates in chapter 4 and reevaluate
arguments of the plate-driving force discussion. We substantiate the finding that slab pull contributes most to the
driving forces but find that a range of models can explain plate motions. Velocity inversions are shown to have
limited sensitivity to parameterized plate-boundary forces, here included in a velocity model for the first time.
Chapter 5 deals with a first application of our deformation model: the prediction of finite-strain development
in the uppermost mantle and its comparison with seismic anisotropy. We can fit a range of anisotropy data for
oceanic and young continental plate-regions and compare our global models with surface-wave derived azimuthal
anisotropy. Alignment of fast propagation axes with finite strain leads to low misfits and better results than the
absolute plate motion hypothesis. Three-dimensional flow modeling with realistic plate geometries may provide
the needed tool to interpret seismic anisotropy quantitatively as an indicator of mantle flow.
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Our battered suitcases were piled on the sidewalk again;
we had longer ways to go.
But no matter, the road is life.
Jack Kerouac
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Introduction

Our efforts to understand the dynamical processes in the Earth’s interior and how they shape surface geology are
closely linked to some of the most fundamental questions in solid earth sciences that concern the driving forces of
plate tectonics and the mechanics of plate boundaries. Therefore, sections of this thesis discuss the effective
stiffness of slabs and the manner in which torques act on plates, both of which are persistently reappearing
problems. While we can, definitely, not finally answer all issues that are brought up along the way, we make
good progress toward a comprehensive global model of the effects of mantle flow on surface deformation.

Besides the general attempt to quantify the effect of convection on the lithosphere, another aim of this thesis
is the inclusion of a wide range of datasets as constraints for mantle flow. There has been considerable progress
over the last twenty years in our theoretical understanding of convection in the Earth’s mantle based on numerical
models. During the last ten years or so, geophysicists have also begun to develop principal insights into what
rheological effects might cause plates and plate tectonics to operate in general. However, we are still in the early
stages of quantitatively constraining our convection models with surface observables. This is due in part to the
fact that high-quality datasets and modeling methods are only now beginning to be readily available. The recent
years have, for example, brought better observations of seismic wave propagation which can be brought to bear
on high-resolution seismic tomography. Shear-wave splitting measurements are now being made routinely. While
still sparse, anisotropy data and phase-velocity inversions from surface waves have the potential to give us a strong
quantitative constraint on flow at depth. Another example is the wide range of geodesy-based velocity and strain-
rate measurements that are accumulating. Our long-term goal is to develop a general convection model, both in a
theoretical and in a technical sense, that can account for as many of those observations as possible and so guide
us in focusing our research efforts to the more interesting regions where such a general model fails.

We use numerical calculations to make predictions about the Earth and to generate synthetic datasets that can
then be compared to a range of observations. Our goal –to understand present-day global to regional-scale litho-
spheric deformation– implies that our modeling philosophy has to be guided by the simplifications that are needed
to distill the underlying physics of the problem. We will not try to include all potential mechanisms to simulate
the mantle but rather ask how complex we have to make models such that first-order effects are accounted for. In
chapters 1 and 2, we study subduction and upper mantle flow. Combining numerical and analog modeling gives
us the unique opportunity to jointly evaluate the validity of the model assumptions inherent within each method.
We find that the viscous bending of the oceanic plate can be used to explain contrasting styles of overriding-plate
deformation and compare our model predictions to nature. We use our models to explain a wide range of ge-
ological and geophysical data from the Mediterranean and find that slab interaction with the phase transition at
660-km was important for the episodic opening of back-arc basins. This interaction between temporarily confined
convection and the lithosphere is an example of how seemingly remote processes like transient slab-flattening can
leave evidence on the surface which we can use to constrain the time-dependence of flow in the mantle.

Seismic tomography has been used to argue for a general propensity of slabs to penetrate through 660-km
and to image the global structure of mantle convection. We therefore review the current state of seismological
mapping efforts in chapter 3 when we begin to construct a global model. We substantiate earlier results and
conclude that there is, indeed, strong evidence for whole-mantle style convection and long-term mass flux between
the upper and lower mantle. However, the dynamics are not simple, and transient slab-holdup at 660-km is an
attractive explanation for both the complexity found in heterogeneity spectra and our finding that geodynamic
models of mantle structure do not agree well with tomography except at the longest wavelengths. We also discuss
some of the problems that are related to the resolution of different types of tomographic models and inversion
methods. These seemingly technical issues become important when we interpret wavespeed anomalies as density
for our global flow models. Yet, they are often overlooked, and it is worth noting that some of the inferences on
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petrological and geodynamical parameters that are in the literature are likely to be affected by these differences
between tomographic models.

The next step toward our global lithospheric deformation model is the evaluation of dynamical consistency.
We approach this issue in the framework of a plate-velocity inversion in chapter 4. Since we cannot yet treat plates
and mantle flow in a single convection model, such an evaluation of the driving forces derived from density in
the mantle is needed. We find that a range of models is suited to explain the observed plate motions and confirm
the importance of slab-pull. Remarkably, a two-sided viscous drag, as expected for a weak slab, leads to better
results than a one-sided slab-pull that is transmitted through a strong stress-guide. The addition of parameterized
edge forces, which we include in a velocity inversion for the first time, does not consistently improve the fit above
models that have only mantle-based driving forces and lithospheric thickening. Consistent with our finding from
chapter 3 that some of the tomographic models are not imaging large-scale, slab-related density structure in the
upper mantle, those models lead to inferior plate velocity predictions.

Based on this improved understanding of global mantle circulation, we address the first application of such
models to lithospheric and upper-mantle deformation in chapter 5. We develop a tool to predict finite-strain in
mantle flow to be compared with observations from seismic anisotropy. We can explain most of the signal that is
observed in oceanic plates and find a good model-fit for azimuthal anisotropy as derived from surface waves. Our
results indicate that we can use quantitative estimates of misfit to distinguish between different density structures
in the mantle. Shear-wave splitting data has different spatial resolution and coverage than surface waves and is
used to complement these global models. We explore the role of mantle flow in applications of our method to
several plate boundary regions, and find that anisotropy in young continental and oceanic plates is well explained
by the orientation of fast propagation directions with the largest axis of the finite-strain ellipsoid.
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Chapter 1

Subduction: a numerical and laboratory
modeling approach

1.1 Abstract

We discuss numerical and laboratory experiments modeling subduction of oceanic lithosphere in the upper mantle
from its beginnings as a gravitational instability to the fully developed slab. A two-dimensional finite element code
is applied to model Newtonian creep of mantle and lithospheric material in the numerical experiments. Analog
media are used in the scaled laboratory experiments: a sand mixture models the brittle crust, silicone putty simu-
lates creep in the lower crust and mantle lithosphere, and glucose syrup serves as the asthenosphere analog. Both
model approaches are based on density and viscosity heterogeneities in a Stokes flow model; they show similar
results and reproduce first-order observations of the subduction process in nature. Subduction nucleates slowly
and a pronounced slab forms only when the viscosity contrast between oceanic plate and mantle is smaller than
a threshold value. We find that the subduction velocity and angle are time-dependent and increase roughly expo-
nentially over tens of millions of years before the slab reaches the 660-km discontinuity. The style of subduction
is controlled by the prescribed velocity of convergence, the density contrast between the plates, and the viscosity
contrast between the oceanic plate and the mantle. These factors can be combined in the buoyancy numberF,
which expresses the ratio between the driving slab pull and the resisting viscous dissipation in the oceanic plate.
Variations inF control the stress in the plates, the speed and dip of subduction, and the rate of trench retreat,
reproducing the contrasting styles of subduction observed in nature. The subduction rate is strongly influenced by
the work required to bend the lithosphere as it subducts.

1.2 Introduction

Wadati-Benioff and high seismic-velocity zones indicate that oceanic lithosphere sinks back into the mantle, at-
taining various shapes and suffering contrasting modes of deformation (Isacks and Molnar, 1971; Isacks and
Barazangi, 1977). These subduction zones have been studied extensively for a number of reasons: first, the corre-
sponding trench thrust-interfaces are responsible for some of the largest earthquakes ever recorded. Second, the
subduction process is thought to be intimately related to tectonic processes in the overriding plates, such as the
formation of orogens in compressive regimes, volcanism, and back-arc spreading in extensional regimes. Thirdly,
slab pull is a large (e.g. Forsyth and Uyeda, 1975) or the largest (e.g. Lithgow-Bertelloni and Richards, 1995) con-
tribution to the forces that drive the tectonic plates (see chapter 4). A number of studies of the physical processes
that govern the style of subduction have compared individual subduction zones to identify the key parameters
(e.g. Jarrard, 1986). Unfortunately, as in the case of factors that might determine the dip of the subduction zone,
this procedure does not always provide satisfactory results and correlations are found to be weak (Jarrard, 1986).
This might be due to the assumption that the observed present-day geometry of the slabs is the result of a steady-

The work presented in this chapter was done in collaboration with Claudio Faccenna (University of Rome, III) and results were published
in modified form in theJournal of Geophysical Research (Becker, Faccenna, O’Connell, and Giardini, 1999a). All laboratory experiments
were performed by C. Faccenna.
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state process. Some studies indicate substantial time-dependent behavior of the evolution of subducted slabs (e.g.
Tao and O’Connell, 1993; Zhong and Gurnis, 1995), and suggest that the present configuration represents only a
snapshot of the mantle flow.

A second possible procedure to address the physics of subduction is the construction of a model in which the
influence of different parameters can be tested and compared with observations. This can be achieved with either
laboratory (e.g. Kincaid and Olson, 1987; Shemenda, 1993; Gouillou-Frottieret al., 1995; Griffithset al., 1995;
Faccennaet al., 1996) or numerical (e.g. Christensen and Yuen, 1984; Zhong and Gurnis, 1995; Christensen, 1996;
Tetzlaff and Schmeling, 2000) experiments; these two approaches are complementary. While laboratory models
give a direct representation of the physical processes and allow the simulation of complex rheologies in three
dimensions, numerical experiments are easier to study and replicate quantitatively. In this chapter we discuss the
results of both approaches to modeling the formation and evolution of slabs in the upper mantle. By comparing
the two models we are able to identify and characterize simple yet important physical effects that govern the style
of subduction. We test the following parameters: 1) the velocity of convergence (e.g. Luyendyk, 1970; Tovish
and Schubert, 1978; Cross and Pilger, 1982; Furlonget al., 1982), 2) the age of the oceanic lithosphere at the
subduction zone (e.g. Stevenson and Turner, 1972; Molnar and Atwater, 1978; Uyeda and Kanamori, 1979; Cross
and Pilger, 1982; Sacks, 1983), here expressed as the density contrast between oceanic plate and upper mantle
(compare the age-density diagrams ofe.g. Oxburgh and Turcotte (1976), and Cloos (1993)), and 3) the viscosity
contrast between the oceanic plate and the upper mantle. As a function of these parameters, we are able to model
slab trajectories in a fluid upper mantle and to observe trench migration at the surface. We analyze the state of
stress in the slab and overriding plate, the velocity and dip of the slab, and the mode of trench migration that result
from the force equilibrium.

The subduction process is found to be similar in the two model approaches: it initiates slowly as a gravitational
instability and proceeds more rapidly as dense material sinks into the mantle. The speed of the downwelling
increases roughly exponentially once the slab pull has overcome the resisting forces. This behavior continues until
the slab reaches the 660-km discontinuity, typically after a few tens of millions of years. While the convergence
velocity and the negative buoyancy of the oceanic plate represent the main driving forces in the system, the viscous
drag in the oceanic plate as it bends provides the major resisting force. This dynamical competition controls the
style of subduction in the upper mantle and can be characterized by the buoyancy numberF . We first present
the model assumptions, techniques, and results of our numerical and laboratory experiments, and subsequently
discuss the relevance of our findings for subduction in nature.

1.3 Model definition: assumptions and boundary conditions

Our experiments are set up in the following framework:

1. Following a design adopted by previous authors (e.g. Jacoby and Schmeling, 1981; Kincaid and Olson,
1987; Gurnis and Hager, 1988; Tao and O’Connell, 1992a; Zhong and Gurnis, 1995; Gouillou-Frottier
et al., 1995; Griffithset al., 1995; Faccennaet al., 1996), the experimental setting and the materials have
been chosen to model a viscous slab. This rheology is an appropriate description since it has been supposed
that lithosphere subjected to stress over geological timescales acts as a fluid of some sort. In fact, with an
elastic lithosphere it is not possible to predict the shape of most of the Wadati-Benioff zones (Bevis, 1986),
their strain rate (Bevis, 1988), and the highly curved subduction zones observed in some island arcs like the
Marianas (Hsui, 1988). Furthermore, slabs exhibit significant deep, in-plane lateral deformation at depth
(Giardini and Woodhouse, 1984) and appear to be folded at the transition zone (e.g. van der Hilstet al.,
1991), suggesting that the sinking lithosphere behaves similarly to a viscous fluid (Tao and O’Connell,
1992a). Some of the arguments in favor of slabs that are not only mainly viscously deforming, but are also
of comparable viscosity to the surrounding mantle, are taken up again in sec. 2.3.
In addition, the plates have been modeled using a viscosity that is constant both laterally within the plate and
with depth. The plate viscosity, therefore, represents an average, effective value for the different parts of the
lithosphere that are usually analyzed in terms of “Christmas tree” strength diagrams for the various crust
and mantle materials (e.g. Ranalli, 1995). Analytic results demonstrate that the formation of an instability is
not significantly modified by the approximation of depth independence (Martinod and Davy, 1992). Since
the viscosity is homogeneous laterally, however, our subsequent statements about the importance of plate
viscosities refer mainly to the regions involved in the subduction process, that is, the plate margin (e.g.
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Jacoby and Schmeling, 1981). We furthermore use a Newtonian rheology, whereas laboratory data indicate
that the upper mantle deforms obeying a power law with a stress exponent of∼3 (e.g. Brace and Kohlstedt,
1980; Ranalli, 1995).

2. Horizontal tectonic stresses from lithospheric thickening, basal drag under the oceanic plate, resistance to
motion of the continental roots, and plate reorganization (chapter 4) have been modeled by an oceanic plate
that advances at a constant rate toward a fixed overriding plate. Such prescribed velocities are a common
simplification in models of subduction since the initiation process is complicated to treat: some trick (e.g.
pre-existing fault or weak zone) is usually applied to get the subduction process started. We will address
these problems in sec. 1.6.1.
The upper plate in our model is lighter than the subducting one, similar to the continent/ocean density
differences in nature. However, our overriding plate is also more resistant than the subducting one. This
difference is needed to obtain realistic subduction in the model, though continental areas are thought to be
weaker than oceanic ones in general (e.g. Ranalli, 1995). Therefore, if the overriding plates in our models
are to be compared directly with nature, then strong, old continental regions would be the most suitable
analog (Figure 1.1).

3. Previous experiments indicated that the presence of a pre-existing fault or weak zone fixed in space exerts a
strong control on the shape of the slab (Zhong and Gurnis, 1995; King and Ita, 1995; Hassaniet al., 1997)
and on its velocity (King and Hager, 1990). In our model, deformation is initiated at a passive margin
without the presence of a weak zone to avoid the a priori definition of the slab trajectory. Once subduction
starts, the shape and the position of the converging margin evolve dynamically self-consistent under the
prescribed boundary conditions.

4. We do not consider the effect of temperature variations or phase changes with depth. As in previous models,
this approximation has been adopted since our analysis is restricted to slab formation and evolution in the
upper mantle where the subduction zone preserves its thermal field to first-order (Wortel, 1982). Further,
the numerical experiments have been constructed to be directly comparable to the laboratory ones, and it
is one of our main points that first-order observations of subduction in nature can be explained by a simple
Stokes flow model without any additional complications from thermal or phase change effects.

5. We assume a mantle with no trench-relative motion; flow is then only produced by the relative plate motion,
and we do not consider the effect of global (e.g. Ricardet al., 1991) or local background mantle flow (e.g.
Tao and O’Connell, 1992a; Russo and Silver, 1994; Olbertzet al., 1997) that is not directly related to
subduction.

On the basis of these assumptions our experiments are scaled to the Earth using the Navier-Stokes equation
for an incompressible fluid in the infinite Prandtl number and Boussinesq approximations. The resulting formula
is Stokes’ equation with a driving term due to density perturbations∆ρ (sec. 2.3.1):

µ∇ 2u− ∇ pd −g∆ρez = 0. (1.1)

Here the gravitational accelerationg is taken inz direction with unit vectore z, pd is the dynamic pressure,u
is the velocity, andµ is the dynamic viscosity. If we define a characteristic lengthL, velocity U , and density
difference∆ρ0, the characteristic pressure can be expressed aspc = µU/L, the timescale istc = L/U , and the
non-dimensionalized version of (1.1) follows as

∇̂ 2u− ∇̂ pd −F∆̂ρez = 0. (1.2)

We introduce the buoyancy numberF (e.g. Houseman and Gubbins, 1997)

F =
L2g∆ρ0

µU
, (1.3)

which represents the ratio of the driving buoyancy to the resisting viscous forces. (F can be transformed into the
Rayleigh number with∆ρ = ρ0α∆T andU = κ/L. Here,∆T is a temperature difference;α andκ are the thermal
expansion and diffusion coefficients, respectively.) For the Stokes flow problem, the appropriate scaling forU is
U ∝ ∆ρ R2g/µ, and the buoyancy number reduces to the length scale ratioL 2/R2. As demonstrated in sec. 1.5.2,
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Figure 1.1: (a) Numerical and (b) experimental setups, boundary conditions, and corresponding viscosity and yield-strength
envelopes of the lithospheric material used in the experiments. The laboratory strength envelopes have been calculated using
a Mohr-Coulomb criterion for the sand layer and a creep law for the silicone layer (see Davy and Cobbold, 1991; Faccenna
et al., 1999). In particular, the latter has been estimated by multiplying the measured silicone putty viscosity with the velocity
of convergence and dividing it by the thickness of the silicone layer. Arrows indicate prescribed velocities, open triangles with
dashes and circles no and free-slip boundary conditions, respectively. (See Table 1.2 for definition of variables.)

the characteristicU for our models is the velocity of convergence,u r, while the governing viscosityµ is that of the
oceanic lithosphere andL is the domain height corresponding to the upper mantle. Taking characteristic numbers
for Earth as those given in Table 1.1,F ∼ 14.

1.4 Methods

1.4.1 Numerical experiments

We use the two-dimensional, Cartesian, finite element code for incompressible convectionCONMAN by King et al.
(1990). A material field that corresponds to the density anomalies is advected with a zero diffusivity, while only
two material isolines (indicated in Figures 1.2, 1.4, and 1.6) are used to track the boundary between plates; we
assign a constant Newtonian viscosity within each different material. As discussed by Lenardic and Kaula (1993),
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Table 1.1: Material constants and buoyancy number for Earth, numerical and laboratory reference model. Parameters areµ:
dynamic viscosity;L: domain height;g: gravitational acceleration;ρ: density;ur: velocity of convergence;p: pressure;σ:
stress;Φ: viscous dissipation;t: time; andF: buoyancy number. Abbreviations are c, characteristic; oc, oceanic plate; ma,
mantle; or, overriding plate; sl, silica layer; and eff, effective.

nature num. ref. model lab. ref. model (7)
(non-dim. units)

µma = 2.5×1020 Pa s µma = 0.1 µma≈ 50 Pa s
µoc = 2.5×1022 Pa s µoc = 10 µ̄eff

oc ≈ 7×105 Pa s
µsl

oc ≈ 7×104 Pa s
µor = 2.5×1023 Pa s µor = 10µoc µor ≈ 104 Pa s
L = Lc = 6.7×105 m L = 1 L = 1.1×10−1 m
g = 9.81 m/s2 g = 9.81 m/s2

ρoc = 3300 kg/m3 ρ0 = 1 ρoc = 1474 kg/m3

ρupper
or = 2800 kg/m3 ρor = 1282 kg/m3

ρlower
or = 3300 kg/m3 g∆ρoc

ma = 70
ρma = 3220 kg/m3 ρma = 1410 kg/m3

∆ρoc
ma = 80 kg/m3 ∆ρoc

ma = 64 kg/m3

ur = 10−9 m/s≈ 3.2 cm/yr ur = 0.5 ur = 6.9×10−7 m/s
pc = σc = µocur/L ≈ 37.3 MPa σc = 50 σc ≈ 4.2 Pa
Φc = σ2

c/µoc ≈ 56 nW/m3 Φc = 250
tc = L/ur ≈ 21 Myr tc = 2 tc = 46 hours

1 ≡ 10.5 Myr 1h ≡ 0.5 Myr

F = L2g∆ρoc
ma

µocur
≈ 14.1 F = 14 F ≈ 15.7

the numerical method we use has shortcomings for strong viscosity contrasts and an unavoidable numerical dif-
fusion is introduced. However, since we are only interested in simple convection processes without multiple
overturns, these inaccuracies have a limited effect in our models, and in general, the viscosity and material fields
match well. The geometry of our computational domain is rectangular with 1:2 aspect ratio to simulate an upper
mantle region of dimensions 670 km× 1340 km. The experimental design and model parameters are summarized
in Figure 1.1a and Table 1.1. A regularly spaced finite element mesh of 128×128 second-order elements is applied
for all models shown here. We estimate that our results are accurate to within a total relative error of< 5% with
respect to mesh refinement from 64×64 to 256×256 elements and other inaccuracies such as those mentioned
above. The oceanic lithosphere is driven from the right side of the box at a prescribed horizontal convergence
velocityur toward a fixed overriding plate characterized by a more viscous (10 times) and less dense upper crustal
layer. The boundary conditions on the upper boundary and the lower parts of the side boundaries are free slip,
while the lower boundary has a prescribed vertical outflow to enforce mass conservation (too small to show up in
the flow field plots) and no constraint on the horizontal velocity. We examined the influence of different boundary
conditions, such as no slip instead of free slip along the lower sides of the box and found no substantial differences
in model behavior (sec. 1.5.4). The ratio between oceanic and mantle viscosity (µ oc/µma) and the density contrasts
between the plates are varied for different experiments to explore howF controls the style of subduction.

1.4.2 Laboratory experiments

Laboratory models have a layered setup (Davy and Cobbold, 1991; Martinod and Davy, 1994; Faccennaet al.,
1999, and references therein) to simulate the stratified lithospheric rheological profile (e.g. Ranalli and Murphy,
1986), while similarity criteria with respect to the Earth are fulfilled (Davy and Cobbold, 1991) (Figure 1.1b).
The model lithosphere consists of sand mixed with ethyl cellulose to represent the brittle behavior of the upper
crust, overlying silicone putty, which represents the viscous rheology of the lower crust and mantle lithosphere;
the brittle-ductile layers rest on glucose syrup mimicking the asthenosphere.

The mixture of sand and ethyl cellulose is a cohesionless Mohr-Coulomb material with a mean frictional angle
of 30◦. For the strain rates that are characteristic of our experiments, the silicone putty is a Newtonian fluid with
a viscosity of 104 to 105 Pa s at room temperature (Weijermars, 1992; Davy and Cobbold, 1991). We can vary its
density by changing the fraction of inert fillers (galena powder). The glucose syrup is a Newtonian low-viscosity
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Table 1.2: Experimental parameters used for the lab-
oratory models. The underlying, glucose mantle layer
has a density of 1410 kg/m3 and viscosity of∼50 Pa s,
h is the thickness of the layer. Notes:1: ∆ρoc

ma = 45
kg/m3 for experiment 9, 64 kg/m3 for experiment 7,
and 75 kg/m3 for experiment 15.2: Values are aver-
aged for upper and lower silicone layer; viscosity is
measured at room temperature.3: During the first 20
hours after whichur = 0.

h, ρ, ρavg,1 µ,
[mm] [kg/m3] [kg/m3] [104 Pa s]

experiment 9
oceanic plate 1455

silicone layer2 9 1440 7
sand layer 3 1500

overriding plate 1282
silicone layer2 10 1270 3
sand layer 7 1300

velocity ur 6.9 10−7 m/s
buoyancy no.F 11

experiment 7
oceanic plate 1474

silicone layer2 9 1465 7
sand layer 3 1500

overriding plate 1282
silicone layer2 10 1270 3
sand layer 7 1300

velocity ur 6.9 10−7 m/s
buoyancy no.F 15.7

experiment 15
oceanic plate 1485

silicone layer2 9 1480 7
sand layer 3 1500

overriding plate 1282
silicone layer2 10 1270 3
sand layer 7 1300

velocity ur 6.93 10−7 m/s
buoyancy no.F 18.43

(∼10 to 100 Pa s) and high-density fluid. As in other models (e.g. Kincaid and Olson, 1987), the plate/slab
viscosity is chosen to be∼1000 times the mantle viscosity to obtain a “plate-like” behavior. Our experiments are
conducted at constant room temperature.

At an analogue depth of the 660-km phase transition, we imposed a rigid surface to simulate a deep transition
zone where the slab can be anchored and flatten out. This flattening is observed in many subduction zones on Earth
(chapter 3). In reality, the 660-km phase transition’s strongest effect on subduction is probably due to the viscosity
increase (e.g. Hager, 1984; Mitrovica and Forte, 1997) between upper and lower mantle. The buoyancy effect of
the phase transition due to the negative Clapeyron slope of the olivineγ-spinel to perovskite/magnesiow¨ustite
transition (e.g. Christensen and Yuen, 1984) is still being debated. However, slab flattening results naturally in
layered viscous media and the effect of the phase transitions may be smaller than initially thought (e.g. Tetzlaff
and Schmeling, 2000; King, 2001).

Two different plates are prepared (Figure 1.1b). One has a lower mean bulk density than the glucose syrup,
simulating an upper overriding (“continental”) plate; the second, subducting “oceanic” plate is denser than the
glucose syrup (Table 1.2), with varying densities in different models to simulate its age-dependence (e.g. Turcotte
and Schubert, 1982). Details on the similarity criteria, material rheology, and experimental technique can be found
in Davy and Cobbold (1991) and Faccennaet al. (1996, 1999). Models are constructed and deformed inside a
rectangular plexiglas tank (dimensions are 47 cm long, 25 cm high and 35 cm wide; Figure 1.1b). A compressional
stress regime is achieved by displacing a rigid piston at constant velocity perpendicular to the plate margin. The
piston is confined to the upper middle part of the tank, and the glucose syrup is free to move underneath. For each
model we estimate the buoyancy numberF. However, the comparison between the laboratory experiments which
have a layered, complicated rheology (Figure 1.1b) and the purely viscous numerical models (Figure 1.1a) is not
straightforward and is based on a scaling argument described in sec. 1.5.3.
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1.5 Results

1.5.1 Effect of the buoyancy number F

We present three numerical and two laboratory experiments to illustrate how the style of subduction depends upon
F . The first, numerical “reference” model withF = 14 is illustrated in Figure 1.2 at 0, 21, 42, and 63 Myr. During
the first stage of deformation the oceanic plate thickens, and a large instability forms at the boundary with the
stiff overriding plate, progressively growing in depth while reducing its lateral extent (Figures 1.2a and 1.2b). The
formation of downwelling instabilities in nature is governed by the competition between advection and diffusion
of the cold thermal anomaly that leads to the negative buoyancy of oceanic material, as discussed in sec. 2.1.7.

Both the stiff overriding and the oceanic plate are initially (at the undeformed,t = 0, state) subjected to mainly
horizontal compression. After the formation stage, the instability develops the shape of a slab, sinking into the
mantle at a shallow angle. The stress state in the subducting oceanic plate is basically downdip extension from
26 Myr on and at a maximum at the trench, while the deformation within the overriding plate changes from in-
plane compression to extension (Figure 1.2c). The downward velocity of the oceanic plate increases until 40 Myr
and leads to a rapid growth in the depth of the subduction zone with time. The maximum downward velocity of
the slab tip is 72% of the convergence velocityur and reached shortly before the slab is slowed down by the effect
of the lower boundary (Figure 1.3). Afterward, the slab reaches the lower part of the box (47 Myr), its speed
decreases as the tip thickens, and experiences deep compression since it cannot flow at the same rate through
the lower boundary (Figures 1.2d and 1.3). As a consequence, the stress changes from in-plane extension to in-
plane compression at about half depth. The closed bottom boundary can be considered as an end-member case of
maximum slab impediment. Contrasting models with a free bottom boundary (not presented here) show a similar
style of subduction, but the slab undergoes only downdip tension, and the initial subduction velocity is higher by
∼ 15%.

The second numerical experiment (Figure 1.4) has a buoyancy number that is a factor of 2 larger than the
reference model (F = 28). The first stage of deformation is similar to theF = 14 model, but now the velocity of
subduction is greater, while the maximum downward slab tip velocity (∼ 1.9u r) is again reached shortly before the
slab is slowed down by the lower boundary (Figure 1.3). In this experiment the trench migrates toward the ocean
at half the velocity of subduction (Figure 1.5), and the upper plate is in extension during the entire experiment.
Moreover, a larger amount of upper plate material, as compared to the reference model, is dragged down and
ablated into the subduction zone. The slab reaches the bottom after 34 Myr (Figure 1.4c) causing a decrease in
the rate of subduction and of trench migration (Figures 1.3 and 1.5).

Figure 1.6 shows the evolution of the third numerical experiment where the buoyancy forces are decreased
twofold compared to the reference model (F = 7). The velocity of subduction is slower for this model, reaching
a value of<63% ofur (Figure 1.3). The slab is also thicker and sinks at an initially lower-dipping angle into the
mantle. This causes a migration of the trench at constant rate toward the overriding plate (Figure 1.5), which is
subjected to compression, particularly during the first stages of the experiment (Figure 1.6). Further, a smaller
amount of upper plate material than in the reference model is ablated and subducted. The slab reaches the bottom
of the box after 60 Myr. When we decreasedF further, subduction was slowed down and ceased ultimately when
the tectonic style was transformed into an underthrusting regime atF ≈ 2.5.

To compare these findings with laboratory models, we choose two out of a total of 30 performed by Faccenna
and coworkers. In the laboratory reference experiment 7 shown in Figure 1.7 the density contrast between the
oceanic plate and the mantle is 64 kg/m3, andF = 15.7 with µ̄eff

oc ≈ 7×105 Pa s. Subduction develops slowly from
an instability at the plate boundary, and it takes 20 hours (10 Myr) until a 4 cm long slab sinks into the mantle (see
also Faccennaet al., 1996, 1999). The subduction speed then increases to roughly the convergence velocity after
30 hours; at this stage (Figures 1.7 and 1.8) the slab has also attained a steeper dip (Figure 1.8 inset). The thinning
observed in its middle portion suggests that strong tensional forces are pulling the slab down (Figure 1.7a). During
the whole experiment the overriding plate is not subjected to substantial compression or extension, and the trench
is essentially stationary. The apparent trench migration toward the continent is due to an erosion of both upper
plate layers into the subduction zone, while the amount of eroded material is approximately constant and∼30%
of the total amount of subducted material. Hence the shortening produced by the advancing piston is entirely
transmitted to the subduction zone (Figure 1.10). After∼45 hours (Figure 1.7b) the slab reaches and anchors at
the rigid transition zone, causing compression and folding at its tip. The description of the deformation at depth is
beyond the scope of this paper, and experiments with a more realistic viscosity increase are discussed elsewhere
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Figure 1.3: Depth of the slab (bottom, depth defined by the lowest point of the isomaterial line used to mark the boundary
between oceanic and mantle material in Figure 1.2) and downward velocity of the slab tip (top) versus time. We show data from
numerical models: reference with∆ρ = ∆ρ0 andµoc/µma = 100 (F = 14), two models with∆ρ = 2∆ρ0 andµoc/µma = 100,
and ∆ρ = ∆ρ0 and µoc/µma = 50, respectively (both equating toF = 28); and finally two models with∆ρ = 0.5∆ρ0 and
µoc/µma = 100, and∆ρ = ∆ρ0 andµoc/µma = 200, respectively (F = 7).

(Faccennaet al., 2001b). For our experiments it is sufficient that the slab tip is anchored at depth. We then
stop the piston and observe that the hinge of the slab starts to roll back with respect to its anchored tip; the slab
progressively rotates and decreases its dip to 60◦, producing extension of the overriding plate (Figure 1.7c, 1.8
inset, and 1.10). We note that the numerical and laboratory reference models are alike in terms of the deformation
state, the time dependence of subduction speed, and the absence of trench migration (compare Figures 1.3 and 1.5
with Figures 1.8 and 1.10).

A decrease inF as in the numericalF = 7 model of Figure 1.6 can be illustrated by laboratory experiment 9
(Figure 1.11) where the density contrast between ocean and mantle is 45 kg/m3 andF = 11. Initial deformation
is followed by underthrusting of the oceanic under the overriding plate after 13 hours (6 Myr) and a 1 cm long
slab sinks at a low angle (< 20◦) into the mantle (Figures 1.8 inset and 1.11b). After 10 cm of compression
(Figure 1.11d) the slab has grown to 3 – 4 cm length, and its dip is∼ 30◦. Since the velocity of subduction is
lower than the velocity of convergence, the excess compression causes internal bulk shortening and thickening of
the slab (Figure 1.10). As in the numerical experiment with lowF , we now observe trench migration toward the
upper plate which is subjected to compression. The rate of subduction is constant and mainly controlled by the
advance of the piston (Figure 1.8). At the same time, the slab dip progressively increases under the weight of the
subducted material (Figures 1.11d and 1.9). The experiment is halted after 54 hours when a 4 – 5 cm long, 60◦
dipping slab sinks into the mantle. The fraction of material from the upper plate that gets dragged down into the
subduction zone is∼ 15% of the total amount of subducted material.

In summary, laboratory and numerical experiments indicate that the buoyancy numberF controls the speed
and the deformational style of subduction as well as the shape of the slab and the mode of trench migration.
Different system behavior can be realized by varying the density contrasts of the plates.

1.5.2 Role of viscosity, ur, and relative density contrasts between plates

In the numerical models described in sec. 1.5.1, the value ofF is changed by varying the absolute density contrast,
g∆ρ0, between subducting plate and the mantle. However, experiments with the same corresponding values for
F (7, 14, 28), which were done by changing the viscosity of the oceanic plate or the velocity of convergence but
leavingg∆ρ0 constant, give very similar results to those illustrated above (Figure 1.3). This demonstrates that the
parameters adopted in (1.3) forF represent the relevant controls on the style of model subduction.
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Further numerical experiments were conducted to investigate the roles of the absolute and relative density
contrasts between the plates by varying the density of the overriding and the oceanic plate separately with respect
to a fixed mantle density. We find that the density contrast between the oceanic plate and mantle (the slab pull)
is the major control on the speed of subduction. The density difference between overriding and oceanic plate
(leading to a spreading tendency of the overriding plate) on the other hand plays a subordinate role, and its effect
on the depth versus time curves as in Figure 1.3 is smaller by a factor of∼ 5.5. The density difference between
these plates, however, has about the same effect on the rate of trench migration and the deformation state in the
lithosphere as the mantle-ocean buoyancy contrast.

1.5.3 Free subduction and viscous dissipation

As shown by the plots of the decadic logarithm of the viscous dissipationΦ on the right-hand side of Figures 1.2,
1.4, and 1.6, dissipation in the numerical models is most pronounced in the trench area, within the high-viscosity
slab, and on the right boundary. The latter is an artifact of our prescribed convergence velocity. Since the rheology
is Newtonian, the deformation is broadly distributed with a significant concentration in the trench area. The
maximum values ofΦ are 20%, 50%, and 126% of the characteristicΦ c of 56 nW/m3 for F = 7, 14, and 28,
respectively (Table 1.1). SinceΦc is of the order of typical radiogenic heat production rates of basalts (e.g.
Stacey, 1992, p. 300), our Newtonian models do not predict excessive heat production due to shear heating. A
viscous heating feedback mechanism between the rheology and the strain field can be expected to be important
for a power law rheology (e.g. van den Berg and Yuen, 1997) and we cannot rule out that possibility here. We will
nonetheless interpret our subduction models as controlled by viscous dissipation in the oceanic plate, and more
specifically by viscous bending of the slab.

To investigate further the driving and resisting forces contributing to the balance expressed byF, the role of
the slab pull and the viscous dissipation within the oceanic plate were studied with four numerical experiments
in which no convergence velocity was prescribed. The piston push is used to initiate the subduction, butu r is set
to zero afterward, and the system is left free to evolve. As in previous models, the length of the slab increases
rapidly with time before it is slowed down by the lower boundary (Figure 1.12). Furthermore, the trench rolls
back toward the oceanic plate after the piston is halted. We tested three models with the geometry shown in
Figure 1.1a (density contrasts yieldingF = 7, 14, and 28) and one model with a thicker oceanic plate andF = 14
(if F were to be calculated for the usualur �= 0).

Following Turcotte and Schubert (1982) and Conrad and Hager (1997), the experimental data in Figure 1.12
were fit by calculating the viscous dissipation per unit length due to the bending of oceanic lithosphere which
scales asu2µocR3/r3. Here,u is the local subduction velocity at timet, R is the half width of the bending plate,
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Figure 1.7: Three stages of subduction for laboratory reference experiment 7 (F = 15.7). The piston, acting on the oceanic
plate, advances for the first 47 hours of deformation at a rate of 0.25 cm/h, equivalent to 3.2 cm/yr in nature (see the bold arrow
for the sense of motion of the piston and also Table 1.1). The density contrast between oceanic plate and mantle is 64 kg/m3.
Note the decrease in the dip of the slab after anchoring at depth.

andr is the radius of bending. If the balancing term at each instance in time is roughly equal to the potential
energy dissipation due to the negative buoyancy of the already subducted slab of heightH (∝ ∆ρ gHRu), then
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Figure 1.8: Depth of the slab ver-
sus time for the laboratory refer-
ence model 7 withF = 15.7 and
for experiment 9 withF = 11.
Figure 1.8 inset is dip of the slab
versus time for experiments 7 and
9. Note the decrease in subduction
angle after anchoring at depth for
experiment 7.
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u(t) ≈ dH(t)/dt yields

H(t) ∝ H0exp

(
C

∆ρgr3

µocR2 t

)
. (1.4)

HereC is a fitting constant of order unity andH0 is the initial driving instability. Equation (1.4) is clearly only
a first-order estimate since we have assumed that only the bending of the oceanic plate and the gain in buoyancy
forces are relevant, thatR andr are constant during subduction, and that the entrainment of upper plate lithosphere
as well as the varying dip of the slab are not important. A more detailed treatment of the distribution of viscous
dissipation between mantle and lithosphere is given by Conrad and Hager (1999a).

We have determined the geometry parameterr 3/R2 numerically by tracing a midslab stream line and measur-
ing the minimum radius of curvature at each time step. A fit of the data is then be obtained by using the time
average of the approximately linearly increasing geometry parameters for each experiment (Figure 1.12). The
values we obtain forC have remarkably small variations from model to model, and we use the average,C = 0.28,
to establish an empirical relation forH(t) for “free” subduction. All of our numerical data are thus consistent
with the interpretation that the most important resisting force is the viscous dissipation in the oceanic plate, more
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Figure 1.10: Effective trench
motion, estimated by subtracting
the amount of compression from
the depth of the slab for labora-
tory experiments withF = 15.7,
11, and 18.4 for experiment 15,
where the piston was stopped af-
ter 20 hours of compression. The
effective trench motion is used to
eliminate the effect of upper plate
erosion from the data.

specifically in the trench region where the slab is bent.
In laboratory experiment 15 (not illustrated; see Faccennaet al., 1996), the density contrast between oceanic

plate and mantle is 75 kg/m3. As for the numerical results above, the system is driven only by the weight of
the slab after an initial piston advance (Figure 1.9). During the free subduction process, the laboratory model
also shows slab hinge rollback, causing a retreat of the trench toward the ocean and extension in the overriding
plate (Figure 1.10). We used the experimental data with the scaling relation (1.4) to arrive at an average viscosity
estimate for the multilayered laboratory system. Figure 1.9 shows that an exponential fit like (1.4) is suitable
for the free subduction data from the laboratory. Interpreting this fit quantitatively assumes that the factorC is
approximately the same for both model setups. We consider this likely since we have observed qualitative and
quantitative similarity as discussed in sec. 1.5.1. The estimated overall “effective viscosity” for the oceanic plate,
µ̄eff

oc, is ∼ 7×105 Pa s. This number is sensitive to the measurement of the radius of curvature and higher than
the measured viscosity for the silicon putty (≈ 7×104 Pa s; Table 1.2). We interpret the latter as a result of the
presence of a stiffer upper sand layer that increases the bending resistance and use ¯µ eff

oc to estimate the buoyancy
number for the laboratory experiments. We find a value ofF ≈ 15.7 for the reference model (Table 1.1).

While the scaling relation that we discuss above for the exponential increase in subduction velocity is quite
crude, it is remarkably successful: we are able to use the same relationship to fit estimates of subduction history
in nature (sec. 2.1) and in further laboratory experiments with different geometries and without the brittle sand
layer (Faccennaet al., 2001b; Funicielloet al., 2002).

1.5.4 Effects of the aspect ratio and weak zones

Two additional issues that can be addressed with the numerical experiments are the effect of the aspect ratio and
that of a weak zone. Changing the aspect ratio of the computational domain from 1:2 to 1:4 leads to a delayed
initiation of subduction and thus a shift in the slab depth versus time curves of∼10–15 Myr. This is due to the way
gravitational instabilities form in our models. They are advected in the upper oceanic plate and have to travel some
distance to assist in the initiation of downwelling at the plate boundary. Another factor that might be of influence,
but is difficult to quantify, is the effect of a longer oceanic plate on the work done by deflecting streamlines which
could further delay the initiation of subduction. Hence the individual data points that we present are dependent
on the geometry chosen for the model and the wavelength of the convective instabilities that result. However,
our conclusions concerning the physical mechanisms of subduction are not affected, and our general findings are
confirmed by all models.

The effect of a pre-existing fault at the plate boundary has been investigated by means of the introduction of
a fixed 42 km× 42 km weak zone characterized by a 100-fold drop in viscosity. This configuration causes a
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change in model behavior only insofar as the slab dips at a shallower angle in the early stages of subduction. By
the time it reaches the bottom, the slab has steepened, and the shape of the subduction zone is similar to that in the
other models. The absolute velocity of subduction is initially comparable to the ones observed in models without
a weak zone and increases to∼140% of these values during the final stages before the slab slows down. We note
that the small effect that we find might be biased by our velocity boundary conditions and could be expected to
increase with a larger weak zone (e.g. King and Hager, 1990).

1.6 Discussion

The style of subduction and its influence on the state of stress in the overriding plate represent a complex problem
in plate tectonics, and many models have been proposed (sec. 2.2). In our experiments, subduction is mostly
controlled by the buoyancy number. We now interpret the results by tracing the slab trajectory from the surface to
the bottom of the upper mantle and comparing our findings to previous models and examples from nature.

1.6.1 Nucleation and development of the slab

We model subduction as a purely viscous process, based on the assumption that the slab behaves as a fluid over
geological timescales. Within the investigated parameter range, the deformation is localized at the boundary due
to the presence of a stiff resisting upper plate. Subduction does not initiate forF below a threshold: in this case the
deformation is characterized by low-angle underthrusting of the oceanic plate, by thickening and collision at the
trench, and, in the laboratory experiments, by diffuse folding of the entire oceanic plate (Faccennaet al., 1999).
If we express theF threshold as a viscosity contrast between ocean and mantle, we arrive at an upper value of
∼500–750 for the numerical experiments. This finding is in agreement with the range predicted by Conrad and
Hager (1999a) and indicates a low effective lithospheric viscosity (sec. 2.3).

While our experiments are not meant to address the force balance for subduction initiation, the stresses that
result from our prescribed convergence boundary condition are of interest. As Figures 1.2, 1.4, and 1.6 indi-
cate, non-dimensionalized values are∼15 in the middle part of the oceanic plate. This gives 11.3 MPa and
1.13×1012 N/m for a 100-km-thick lithosphere (Table 1.1). While this number depends on the choice of the ab-
solute viscosity value, it is in the range that can result from ridge push forces (e.g. McKenzie, 1977). This implies
that our boundary conditions with forced subduction do not necessarily lead to unrealistic forces applied to the
plate.

For F above the initiation threshold the slab nucleates as a large instability, growing at a slow rate during the
first 10–20 Myr. Afterward, the instability narrows and evolves, following the mantle trajectories and resembling
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the shape of a slab. The initial growth rate of the instability and the velocity of subduction that follows depend
upon the buoyancy number; that is, for a given convergence velocity, they are proportional to the density contrast
and inversely proportional to the viscosity of the oceanic plate.

The velocity of subduction

During the first stages of deformation for both numerical and laboratory models the subduction speed is only a
small percentage of the convergence velocityu r. Afterward, the slab accelerates until its speed becomes compara-
ble to the velocity of convergence and the tip reaches the bottom at∼40–50 Myr and 20–30 Myr in numerical and
laboratory reference experiments, respectively. A common feature of all experiments is the exponential increase
of the subduction rate and its dependence uponF. The scaling relation (1.4) can be used to fit both numerical
and laboratory data for free subduction (sec. 1.5.3). Furthermore, the dependence of the subduction rate on the
buoyancy numberF indicates that the viscosity in our scaling law (1.3) is indeed the viscosity of the oceanic plate
(sec. 1.5.2), and numerical experiments show that most of the viscous dissipation takes place in the trench region.
We conclude that the major resisting force in our model is the viscous drag which arises mainly from the bending
of the slab.

Comparison with nature and previous models

Recently, there has been some progress in modeling possible mechanisms for the initial stages of subduction start-
ing from a homogeneous plate (e.g. Regenauer-Liebet al., 2001). However, all previous laboratory and numerical
models that deal with the long-term evolution of slabs sinking in the upper mantle have either started with a pre-
defined slab (e.g. Kincaid and Olson, 1987) or assumed the presence of a pre-existing fault zone crosscutting all
or part of the lithosphere (e.g. Shemenda, 1993; Zhong and Gurnis, 1995; Moretta and Sabadini, 1995; Hassani
et al., 1997; Toth and Gurnis, 1998). In the latter class of models the subduction speed depends on the velocity
of convergence and on the predefined characteristics of the weak zone (King and Hager, 1990). However, the
velocity fields observed in the numerical models of viscous slabs sinking into the mantle (Moretta and Sabadini,
1995; Zhong and Gurnis, 1995) are consistent with our results. Since the deformation of a Newtonian fluid as in
our experiments is more diffuse than that of a power law material (e.g. King and Hager, 1990), we expect that
the localization, the growth, and the rate of subduction for a power law fluid will be more accentuated, further
enhancing the time-dependent increase in the subduction velocity.

In nature, the lack of unambiguous present-day examples of trench nucleation and the difficulty in establishing
the age of subduction do not allow us to verify our predictions directly. In some cases, subduction seems to initiate
slowly, as in the central Mediterranean (sec. 2.1), whereas in other areas, as in New Zealand, subduction developed
rapidly (Stern and Holt, 1994). Several parameters, such as the lateral propagation of the trench and the velocity
of convergence, will determine the infant stage of subduction. However, the present-day velocities of most slabs,
estimated by summing the velocity of plate motion and the velocity of trench migration, are usually of the order of
3–10 cm/yr (e.g. Jarrard, 1986). This value refers to subduction zones where thousands of kilometers of oceanic
lithosphere have been consumed during the last 100 Myr (e.g. Coxet al., 1989). In our time-dependent simulations
we obtain similar velocities during the final stage of subduction, confirming the applicability of our approach for
understanding natural subduction zones. With regard to slab nucleation, the results imply that the slow growth of
the slab during the first stage of subduction should be taken into account in paleotectonic reconstruction.

Finally, the absence of a predefined and discrete subduction fault zone in our model results in upper plate
being eroded and partially subducted (e.g. Tao and O’Connell, 1992a). This process is confined to the lower layer
of the overriding plate in the numerical experiments, while the fraction of material entering the trench from both
parts of the overriding plate ranges from 10% to 30% of the total amount of subducted material in the laboratory.
These numbers might be higher than, but are of the same order of magnitude as, those estimated for Earth. In fact,
trench subsidence and volcanic arc retreat, as defined for some of the trenches on the Pacific ring, indicate that the
overriding arc is usually eroded at a rate of 8–10 km/Myr (for a review, see Lallemand, 1995).

1.6.2 The style of subduction and trench migration

In both numerical and laboratory experiments, contrasting styles of subduction have been observed as a function
of the buoyancy numberF . For low F, the slab is thicker and sinks at a lower angle, and the trench migrates
toward the upper plate, accompanied by compression. For highF where subduction is favored, the slab is thinner
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and dips steeply, and the trench migrates toward the ocean, producing back-arc extension in the upper plate. In
general, back-arc extension is observed in our models when the velocity of subduction and trench retreat is higher
than the velocity of convergence (Figures 1.5 and 1.10). In this case, the hinge of the subducting plate rolls back
leading to the retreat of the trench and extension in the upper plate.

As discussed in sec. 1.5.2, trench migration can be enhanced by the spreading tendency of the lighter upper
plate toward the subducting one. This causes back-arc extension in all numerical experiments withF > 14 even
during the first stage of deformation (see Figures 1.3 and 1.5). This result is similar to the laboratory experiments
shown by Faccennaet al. (1996) in which trench migration and back-arc extension occur when the upper plate
collapses under its own weight toward the oceanic plate. The nature of the “trench suction” in our experiments
is related to the gravitational torque exerted by the downwelling motion of the denser subducting plate and the
collapse of the upper plate. This can lead to effective back-arc extension when the horizontal push imposed by
the plate convergence and the internal strength of the upper plate are overcome. The rate of trench migration
ranges from 0.3 to 1 times the velocity of subduction. Our experiments indicate that a viscous slab, coupled
to the upper plate, can indeed produce either extension or compression in the overriding plate as a result of the
dynamical competition between driving (gravitational energy release) and resisting effects (viscous dissipation in
the subducting plate).

Comparison with nature and previous models

Previous numerical models obtained comparable results using a viscoplastic rheology to simulate subduction
(e.g. Whittakeret al., 1992; Giunchiet al., 1996). In those experiments, the stress in the upper plate depends
mainly upon the equilibrium between the body forces and the coupling along a pre-existing fault zone. That is,
unlocking of the fault zone will result in an increase in subduction velocity, producing an extensional horizontal
relaxation of the upper plate. Other laboratory (Shemenda, 1993) and numerical (Hassaniet al., 1997) studies
using elastoplastic rheology propose a different mechanism, connected to the suction hydrostatically produced
along the subduction fault zone. In this latter class of models, the nature of trench suction is directly related to
the increase in curvature and dip of the slab during its sinking into the mantle, which causes a downward force
on the rigid subduction fault. Our models contrast with these studies in showing that trench migration can result
from a viscous flow in a continuous medium with viscosity and density heterogeneities. Another class of models
supports the idea that trench suction is related to a corner flow caused by the drag exerted on the mantle by the
sinking slab (e.g. Andrews and Sleep, 1974; Bodri and Bodri, 1978; Toks¨oz and Hsui, 1978). Mantle drag and
corner flow play a minor role in our experiments as trench migration occurs even before the slab starts sinking
into the mantle. Furthermore, we find that mantle drag is not effective at determining the fate of the slab since
viscous dissipation in the slab alone can account for the resisting effects (sec. 1.6.1).

In nature, back-arc compression or extension are well-documented end-members of more complex tectonic
situations, showing variations both in space and time (Uyeda and Kanamori, 1979). Kinematic models indicate
that back-arc extension can be connected with the absolute (Chase, 1978) or relative motion of plates (Dewey,
1980). Hence, when the velocity of trench retreat (possibly related to the body force on the descending slab)
overcomes the velocity of convergence, the upper plate is submitted to extension and vice versa. These models
seem appropriate for most natural cases, though exceptions exist (Taylor and Karner, 1983). Despite these results,
the way in which the two plates interact and the mechanism of force transmission from the subducting slab toward
the upper plate are still poorly understood (Taylor and Karner, 1983). On the basis of our results with a fixed upper
plate and no background flow, we suggest that overriding plate compression or extension can be predicted using
the buoyancy numberF . It is difficult to test whether or not this mechanism can be applied to nature and to what
extent other effects such as that of a background mantle flow (e.g. Tao and O’Connell, 1992a; Olbertzet al., 1997;
Beckeret al., 1998; van Hunenet al., 2000) are important. However, the velocities of trench migration and back-
arc extension in our experiments are in good agreement with the values observed in nature, where the velocity of
back-arc spreading is about half that of subduction (Rodkin and Rodnikov, 1996). We will return to the problem
of deformation in the overriding plate in sec. 2.2.

1.6.3 Dip of the slab

In both numerical and laboratory experiments the subduction angle increases until the slab reaches the transition
zone. This again suggests that subduction is a time-dependent phenomenon and poorly characterized by steady-
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state parameters. In laboratory experiments, the velocity of steepening ranges from∼1 – 2◦/h, corresponding to
2 – 4◦/Myr in nature, and is proportional toF . While the steepening rates given by Moretta and Sabadini (1995)
are twice as high, a comparison of models with Earth is difficult, in general, as subduction in nature is long-lived
and possibly interacts with density or viscosity barriers such as at 660 km (Jarrard, 1986).

With the boundary conditions we use, shallowing of the slab can only be obtained by anchoring the slab at a
deep transition zone. In this case, the dip of the slab changes as a function of the velocity of trench motion. If
the trench migrates oceanwards, as in experiment 7, the hinge of the slab rolls back with respect to its fixed tip
inducing a decrease of the subduction angle. This result agrees with previous simulations using a more realistic
increase in viscosity at the upper-lower mantle boundary (Tao and O’Connell, 1992a; Zhong and Gurnis, 1995;
Griffiths et al., 1995). Consistent with these models, we suggest that shallow-dipping subduction cannot be the
result of the dynamic equilibrium between slab and upper mantle but rather is the result of other factors, such as
age of subduction and interaction with a deep transition zone and/or background mantle flow.

1.6.4 Deformation within the slab

Our models indicate that the stress within the slab is usually downdip extension during its descent into the mantle
regardless of the buoyancy number. When the slab reaches the transition zone, the area under tension is confined
to the upper part of the slab, while the tip is submitted to compression. At half depth the stress field changes
and decreases in magnitude forming a neutral downdip stress zone. Similar results have been obtained in earlier
viscous flow models for the stress state in a fixed subduction geometry (Vassiliou and Hager, 1988) and for
the strain field in a constant viscosity fluid (Tao and O’Connell, 1993). Here we have demonstrated that self-
consistent viscous flow models with viscosity heterogeneities can reproduce the stress pattern that is common for
many subduction zones (Isacks and Molnar, 1971), though the position of the neutral downdip stress zone might
depend upon the slab morphology (Zhou, 1990) and the effect of phase transitions may complicate the picture
(e.g. Yoshiokaet al., 1997). Our models support the interpretation that the seismicity in Benioff zones arises
from a competition between slab pull and slab impediment in the lower mantle (Isacks and Molnar, 1971; Spence,
1987).

1.7 Conclusions

Our results from numerical and laboratory experiments demonstrate that it is possible to explain the major ob-
servations for subduction zones on Earth, such as trench migration and the stress pattern within the slab, with
viscous models based on density and viscosity heterogeneities between the tectonic plates. The style of subduc-
tion is determined by the buoyancy number which measures the importance of the driving density contrasts versus
resisting viscous dissipation. The existence of a buoyancy number threshold for subduction initiation yields an
upper bound for the viscosity of the oceanic subducting plate. Our results support the view that subduction cannot
be represented as a steady-state process since the state of stress, the velocity, and the dip of the slab evolve in
space and time during its descent into the upper mantle.
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Chapter 2

Observational constraints for subduction
models

In chapter 1 we saw that our fluid-dynamical models can explain several first-order observations from subduction
zones. Testable predictions of our models include the following: slow initiation with an exponential increase in the
velocity of subduction before the slab reaches the 660-km phase boundary, dependence of the deformation state
of the overriding plate on the buoyancy number, and, in general, a weak slab whose effective viscosity is not more
than∼750 times that of the surrounding mantle. The next sections will address observational support for these
findings. First, we will examine the Central Mediterranean, where the time-dependence of subduction velocity
can be reconstructed. We then consider constraints on the deformation of the overriding plate and observational
support for weak slabs.

2.1 History of subduction and back-arc extension in the Central Mediter-
ranean

2.1.1 Abstract

We present geological and geophysical constraints which we use to reconstruct the evolution of the Central
Mediterranean subduction zone. Geological observations such as upper plate stratigraphy, high-pressure/low-
temperature metamorphic assemblages, foredeep/trench stratigraphy, arc volcanism, and back-arc extension are
used to define the different stages. Based on this data and upper mantle seismic tomography, we derive the time
dependence of the amount of subducted material along two cross sections from the northern Apennines and from
Calabria to the Gulf of Lyon. We unravel the main evolutionary trends of the subduction process; results of our
analysis indicate that: 1) subduction in the Central Mediterranean is as old as 80 Ma, 2) the slab descended slowly
into the mantle during the first 20–30 Myr (subduction speeds were probably less than 1 cm/yr), 3) subduction
accelerated after 30 Myr, producing arc volcanism and back-arc extension, and 4) the slab reached the 660 km
transition zone after 60–70 Myrs. There it flattened out to its present-day shape. This time-dependent descent
velocity in which a slow initiation is followed by a roughly exponential increase in the subduction speed can be
predicted by equating the viscous dissipation per unit length due to the bending of oceanic lithosphere to the rate
of change of potential energy by slab-pull, according to the theory that was developed in chapter 1. The last stage
is dominated by the interaction between the slab and the 660-km boundary. In the southern region, this results
in a significant re-shaping of the slab and intermittent pulses of back-arc extension. In the northern region, the
decrease in the trench retreat is amplified by the entrance of light continental material at the trench.

This section is based on a collaboration with Claudio Faccenna (University of Rome III) and has been published in modified form in the
Geophysical Journal International (Faccenna, Becker, Lucente, Jolivet, and Rossetti, 2001a). The synthesis of geological data is based on C.
Faccenna’s work.
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Figure 2.1: Simplified tectonic map of the Central Mediterranean. We show: the distribution of HP alpine metamorphism, the
average ages in Myr, the distribution of volcanism (from Lonergan and White, 1997), and profiles A and B, along which we
reconstruct the extensional geologic record (cf. Figure 2.2).

2.1.2 Introduction

Most of our knowledge about the geometry of subduction comes from two sources, earthquake hypocenters (e.g.
Isacks and Molnar, 1971; Giardini and Woodhouse, 1984) and seismic tomography (e.g. van der Hilstet al., 1997)
which both yield snapshot images of slabs. Other constraints such as the geoid allow for indirect inferences about
slab and mantle rheology (e.g. Hager, 1984; King and Hager, 1994; Moresi and Gurnis, 1996). Since seafloor is
continuously consumed at trenches, surface accessible evidence is lost. The long-term evolution of subduction
is therefore far more uncertain than its present state, yet knowledge about the history of subduction zones would
provide important insight into subduction dynamics and help us understand the interaction between tectonics and
mantle convection. In order to unravel the history of subduction, it is prudent to integrate different sets of data:
tomographic models can provide information about the distribution of cold subducted material, plate tectonic
reconstructions yield convergence rates at plate boundaries, and geological data can constrain the age and the
style of subduction. In particular, prominent geological signals of subduction dynamics are the development of
topography at the trench (e.g. Stern and Holt, 1994; Royden, 1993; Zhong and Gurnis, 1994), deep burial of
crustal rocks, and initiation of arc magmatism (e.g. Jacobet al., 1976). The uplift of continental material during
subduction initiation will be followed by continental subsidence due to viscous coupling after the downwelling
has picked up speed (e.g. Mitrovica et al., 1989; Gurnis, 1992; Pysklywec and Mitrovica, 1997). When the slab
reaches the 660-km discontinuity, impedance to flow will be accompanied by a decrease in subduction velocity
and, possibly, trench migration rate (e.g. Christensen and Yuen, 1984; Kincaid and Olson, 1987; Zhong and
Gurnis, 1995). Geological fingerprints of these dynamic effects that can be interpreted and used for reconstruction
include large scale unconformities and marine deposits on the upper plate (e.g. Cohen, 1982; Mitrovicaet al.,
1989; Gurnis, 1992), high pressure/low temperature (HP/LT ) metamorphism (e.g. Peacock, 1996), and spatial,
temporal, and chemical patterns of the volcanic arc (e.g. Jacobet al., 1976; Keith, 1978).

Here, we will present a complete reconstruction of the history of subduction in the Central Mediterranean
that uses a variety of geophysical and geological data and is tied into a consistent geodynamic framework. We
are able to explain the evolution of subduction with a simple model of temporarily confined mantle convection.
The examined subduction zone, presently located along the Apennine belt from the Calabrian arc to the northern
Apennines (Figure 2.1), has been oriented roughly parallel to the direction of relative rigid-plate convergence
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during its whole lifetime (Deweyet al., 1989; Pataccaet al., 1990). The rate of convergence at the trench has
thus always been very low and the downwelling of the oceanic lithosphere probably driven mainly by its negative
buoyancy, resulting in trench rollback (Malinverno and Ryan, 1986; Royden, 1993; Giunchiet al., 1996; Faccenna
et al., 1996). This absence of significant plate convergence and the availability of geophysical and geological data
make the Central Mediterranean a promising setting for unraveling the evolution of subduction zones. It is also
one of the few settings in which we can test our model predictions directly for the free-subduction case (sec. 1.5.3).

The kinematics of the Central Mediterranean subduction zone will be reconstructed from its initial stage at
∼85 Ma to the present day along two cross-sections. The first (southern) section runs from Calabria via Sardinia
to the Gulf of Lyon, while the second (northern) section runs from the northern Apennines via Corsica to the
Gulf of Lyon (Figure 2.1). The constraints we use are present-day images of the slab as inferred from seismic
tomography and geological data. Our model divides the evolution of subduction in the Central Mediterranean
into three stages: (1) slow initiation, characterized by very low subduction speeds; (2) development of the slab,
with an approximately exponential increase in subduction speed and opening of a first back-arc basin; and (3)
deceleration due to interaction of the slab with the 660-km discontinuity. On the southern section, which is
dominated by subduction of oceanic lithosphere, the last phase of the process is characterized by a transient
slowing of subduction, followed by a resurgence in subduction speed and a second phase of back-arc spreading.
On the northern section, we observe a permanent decrease of subduction speed that is most likely caused not only
by the stagnant slab, but also by continental material (lighter than the mantle) entering the trench from 30 Ma
onward.

2.1.3 Tomographic images of the upper mantle

Present-day subduction in the Central Mediterranean shows up in the Southern Tyrrhenian Sea as a NW-dipping
Wadati-Benioff zone (Isacks and Molnar, 1971; Giardini and Velon`a, 1988). Seismicity is distributed in a contin-
uous 200-km wide, 40–50 km thick volume, plunging down to a depth of∼450 km with a dip of 70◦ (Selvaggi
and Amato, 1992, and Figure 2.2a). Focal mechanisms show that the slab is subject to in-plane compression in its
middle portion (165–370 km), whereas the stress state is heterogeneous in its upper portion (Frepoliet al., 1996,
and Figure 2.3). Active volcanic arcs related to the subducting slab are localized in the Eolian and Napolitan
volcanic district.

Figure 2.2 shows images from a tomographic model of the upper mantle beneath the Italian Peninsula by
Lucenteet al. (1999). Their inversion was performed using a high quality data set of∼6000 teleseismicP and
PKP-phase travel times. The southern cross-section from Calabria to the Gulf of Lyon (Figure 2.2a) shows a high
velocity body extending from the surface below Calabria with a NW dip of 70◦–80◦, it then becomes horizontal
in the transition zone, continuing at least as far as Sardinia. At a depth of∼500 km, the anomaly seems to be
significantly thinned with respect to the shallower thickness and might be disrupted, whereas it appears to be
thickened between 600 km and 700 km depth. The estimated total length of the high velocity zone, interpreted as
subducted lithosphere (Lucenteet al., 1999), is∼1200 km measured from the base of the lithosphere, including its
lower-most flat portion. This interpretation implies that subducted material has piled up at a depth of 660 km and
that slab penetration into the lower mantle has been delayed or prevented. Figure 2.2b shows the Lucenteet al.
(1999) model for our northern cross-section from the Apennines to the Gulf of Lyon. The images show a broad
velocity anomaly (d lnvP up to 3–4%) that dips toward the WSW at∼ 70◦–80◦ at shallower depths and seems to
bend slightly in the transition zone. The slab anomaly is aligned with earthquake hypocenters whereas seismicity
is limited to shallow depths (∼90 km) in this region (Selvaggi and Amato, 1992). The structure of the lithosphere
along the same cross sections reveals two thinned regions where the crustal rocks are oceanic, separated by the
80-km-thick Sardinia-Corsica continental block (Suhadolc and Panza, 1989).

As for all interpretations of tomographic models, there is some subjectivity involved in the description of
structures. However, the presence of a large fast anomaly that can naturally be explained as an aseismic remnant
of the Central Mediterranean slab appears to be a stable feature of several models. Using different data sets,
Spakmanet al. (1993) and Piromallo and Morelli (1997) obtained velocity models for the Mediterranean with
high-velocity features that are similar in both geometry and total length to those of Lucenteet al. (1999).
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2.1.4 Geological constraints

Geologically, we can discern two different phases for the evolution of the Central Mediterranean subduction zone:
1) formation of the first instability and development of the slab, and 2) the episodic opening of back-arc basins. In
the following, we synthesize the geological data (summarized in Figure 2.4) that we consider pertinent to defining
the age and style of subduction in the Apennines.

Formation and development of the slab

The whole Mediterranean region was subjected to a large-scale rapid pulse of horizontal in-plane compressional
stress during the Late Cretaceous (∼95–85 Ma). This event is marked by large-scale folding localized mainly
along the southern North-African (Bosworthet al., 1999) and northern Iberian-European (Guieu and Roussel,
1990; D’Argenio and Mindszenty, 1991) Tethyan passive margins of the Ligurian-Piedmont ocean (Dercourt
et al., 1986) and, subordinately, along the Apulia micro-plate (D’Argenio and Mindszenty, 1991). Along the
northern margin, in particular in Sardinia and in the Provenc¸al area, this event was followed by a rapid subsidence
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as marked by the presence of a large-scale angular unconformity (∼90–85 Ma, Figure 2.4; Guieu and Roussel,
1990; D’Argenio and Mindszenty, 1991). Soon after this widespread compressional episode, first evidence of the
formation of a trench and of subduction along the northern, Iberian-European margin appears. This is marked
by the formation of HP units in Corsica (Lahond`ere and Guerrot, 1997) and by the sudden and contemporaneous
onset of siliciclastic deposition, presently outcropping in scattered sites along the Apennine chain (∼85–80 Ma,
Figure 2.4; Principi and Treves, 1984; Marroniet al., 1992; Monaco and Tortorici, 1995). In particular, in the
northern and central Apennines the older foredeep system shows locally continuous sedimentation for a duration
of ∼15–20 Myr in the same basins from 85–80 Ma to 65 Ma (Marroniet al., 1992). After 65 Ma, the life of the
flysch basin is limited to a few Myr and the locus of deposition moved more rapidly toward the East up to the
present-day deposition in the Adriatic foredeep (e.g. Pataccaet al., 1990). This suggests that during the first stage
of slab evolution (Late Cretaceous-Paleogene) subduction progressed slowly (� 1 cm/yr; Marroniet al., 1992)
and then accelerated.

During subduction, crustal material was dragged down into the sedimentary wedge suffering high pressure-low
temperature metamorphism. In the Northern Tyrrhenian region, the HP/LT facies outcrop in Alpine Corsica and
in the inner Northern Apennine (Figures 2.1 and 2.4), and are organized in a double-vergent wedge (Carmignani
and Kligfield, 1990; Jolivetet al., 1998). A maximum-pressure metamorphic peak of∼1.6–2 GPa is recorded
in the Corsica metapelites, and pressure decreases progressively to∼1.5 GPa in the Tuscan archipelago, and to
∼1 GPa onshore Tuscany (Jolivetet al., 1998). The oldest units are found in Corsica, with ages mostly ranging
from 60 to 35 Ma, whereas in the inner Apennine the ages decrease to∼25 Ma (Figure 2.4; Moni´e et al., 1996;
Jolivet et al., 1998; Brunetet al., 2000). The oldest reliable age in Corsica gives 85–80 Ma (Lahond`ere and
Guerrot, 1997). Similarly, in Calabria, metamorphic units show radiometric ages of HP metamorphism ranging
from ∼65–58 Ma (Borsi and Dubois, 1968) to∼40 Ma (Shenk, 1980; Rossettiet al., 2001) to∼35 Ma (Monié
et al., 1996). These data indicate that the formation of HP metamorphic facies and their exhumation at the surface
can be traced as a continuous process, from as early as the Paleocene up to the Miocene (Jolivetet al., 1998), with
metamorphism getting progressively younger toward the east.

In the Apennines, the passive continental margin of Apulia entered at the trench from 30 Ma (Figure 2.5),
leading to subduction of continental lithosphere (Dercourtet al., 1986) as attested by the incorporation of conti-
nental –passive margin– rocks into the Apennine accretionary wedge (e.g. Boccalettiet al., 1971; Carmignani and
Kligfield, 1990). The geometry of the Apulian-Adria plate is unknown. However, paleogeographic reconstruction
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(Dercourtet al., 1986) suggests that the width of the continental plate was reduced to few hundreds of km in the
southern section due to its confinement to the east by the Ionian basin (Figure 2.5).

The opening of the back-arc basins

From∼35–30 Ma, during the formation of HP/LT metamorphic facies and the deposition of siliciclastic deposits,
arc volcanism and extension began behind the accretionary wedge (Beccaluvaet al., 1989). This indicates that
the slab must have reached a minimum depth of 100–150 km to produce melting and arc-volcanism at the surface
(Jacobet al., 1976).

In order to estimate the amount and rate of back-arc extension, we plot the age of the syn-rift deposits and
the age of oceanic crust and volcanism along the cross-sections shown in Figure 2.2, which run perpendicular to
the strike of the basins. Arc volcanism first appeared at∼34–32 Ma in Sardinia and in the Provenc¸e, followed by
the formation of the first extensional basins (∼30–23 Ma, Beccaluvaet al., 1989; Cherchi and Montandert, 1982;
Gorini et al., 1994).

During the late Aquitanian (∼20 Ma), post-rift deposits unconformably covered the syn-rift sequence (Gorini
et al., 1994; Seranne, 1999). Oceanic spreading occurred at this time (Burrus, 1984) as well as the∼25 ◦ counter-
clockwise rotation of the Corsica-Sardinia block; the latter most probably occurred between 21 and 16 Ma (van der
Voo, 1993). After a few million years, extension shifted to the Southern Tyrrhenian basin: syn-rift deposition
started at∼12–10 Ma in both Sardinia and Calabria (Kastens and Mascle, 1990; Sartori, 1990), followed by the
formation of localized spreading centers (5–4 Ma: Vavilov basin, 2 Ma: Marsili basin) and drifting of the Calabria
block (Sartori, 1990).

In the Northern Tyrrhenian Sea, extension is marked by a system of crustal shear zones, sedimentary basins,
and magmatic activity that gets younger toward the east from Corsica to the Apennine chain (Figure 2.2b; Serri
et al., 1993; Bartole, 1995; Jolivetet al., 1998). Syn-rift deposits are found from 20 Ma on in the Corsica basin
(Mauffret and Contrucci, 1999) and 2 Ma along the Apennine watershed (for a review, see Bartole, 1995; Faccenna
et al., 1997), where normal faults are still active. Magmatic activity accompanied and post-dated the end of the
syn-rift growth of the basin. Both the extensional basin and the magmatic center shifted eastward, away from the
rift axis, at an average velocity of 1.5–2 cm/yr (Figure 2.2b) during this time period.

This data set allows us to determine the timing of the stretching and spreading events. We estimate the amount
of back-arc extension by reconstructing the main tectonic events, at the scale of the crust, in several different
steps. First, we subtract the oceanic-floored area of each basin from the sections of Figure 2.2, and then, using an
area-balancing technique, we restore the crust to the thickness of the continental shoulders (∼30 km, see Finetti
and del Ben, 1986; Chamot-Rookeet al., 1999), assuming that the locus of extension at the surface corresponds to
the locus of maximum crustal thinning. The Northern Tyrrhenian section is restored to the slightly greater average
minimum thickness of 35 km, to take the previous thickening event into account (Jolivetet al., 1998). Figure 2.5
shows the amount of extension attained by the southern and northern Tyrrhenian, and the Liguro-Provenc¸al basin
at several ages.

With regard to the southern section, we note that:

– the total amount of extension (∼780 km) is partitioned roughly equally between the two basins, with alter-
nating episodes of rifting (∼7 Myrs) and oceanic spreading (∼5 Myrs);

– the rate of extension is reduced at the end of spreading of the Liguro-Provenc¸al basin; rifting in the Tyrrhe-
nian then initiated after a small pause of few Myr and progressively accelerated.

With regard the northern section, we note that:

– the total amount of extension (∼240 km) is partitioned between the Liguro-Provenc¸al basin (∼140 km) and
the Northern Tyrrhenian basin (∼100 km). The oceanic spreading was confined to a narrow strip (∼30 km)
in the Ligurian basin (Mauffret and Contrucci, 1999);

– after the initial stretching event in the Liguro-Provenc¸al basin, the rate of extension progressively decreased.

We also find from both sections that the volcanic arc-trench gap is rather wide (∼400 km) in comparison to
the present day. This suggests, in agreement with the paleo-reconstruction of Beccaluvaet al. (1989) and Seranne
(1999), that the slab dipped shallowly prior to and after the opening of the Liguro-Provenc¸al basin. In addition,
slab steepening has been proposed by Jolivetet al. (1999) and Brunetet al. (2000) along the northern section of
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Figure 2.6: African motion with respect to fixed Eurasia as calculated by Deweyet al. (1989) and motion of Iberia (redrawn
from Olivet, 1996). The orientation of the Central Mediterranean trench is also shown, numbers are Ma.

the Tyrrhenian Sea to account for the decreasing time gap between the HP compressional event and the onset of
extension and magmatism as you go to the north.

The amount and velocity of extension we estimate are in good agreement with previous evaluations. Along the
southern section of the Liguro-Provenc¸al basin, the rifting has been estimated to account for 150±20 km of ex-
tension (Chamot-Rookeet al., 1999) while the amount of spreading has been found to be 150 km (Mauffretet al.,
1995), 230 km (Burrus, 1984), and 230±20 km (Figure 2.5; Chamot-Rookeet al., 1999). For the Tyrrhenian Sea,
the total extension found by Malinverno and Ryan (1986) is∼340 km. In the southern section of the Tyrrhenian
Sea, similar values have been estimated by Pataccaet al. (1990) and Spadiniet al. (1995). Furthermore, the total
amount of extension along the whole southern section agrees well with previous studies (Gueguenet al., 1998).

2.1.5 African motion and trench orientation

Several kinematic reconstructions have been proposed for the Mediterranean to describe the convergence of Africa
with respect to Eurasia (e.g. Deweyet al., 1989; Dercourtet al., 1993). All of these models suggest that Africa
moved slowly relative to stable Eurasia, with counterclockwise rotation, moving NE until∼40 Ma, then N, and
finally NNW (Figure 2.6). The relative velocity of a point located half way along the northern African coast
has probably been slower than 3 cm/yr during the last 80 Myr, decreasing by a factor of two during the last 30–
20 Ma (Jolivet and Faccenna, 2000). These numbers are similar to an estimate of plate motions for Africa (Silver
et al., 1998). Geodetic data indicate that Africa currently moves N20◦ W at a rate of 0.7 cm/yr in the Central
Mediterranean (Ward, 1994).

In order to estimate the net convergence rate (the rate at which the plate moves perpendicularly to the trench),
we reconstruct the orientation of the trench in time (Figure 2.6). Paleomagnetic data indicate that Iberia rotated
(22◦ ± 14◦) with respect to Europe between 132 Ma and 124 Ma (van der Voo, 1993; Moreauet al., 1997).
After this episode, the rotation of the Iberian peninsula slowed down and was followed by translation (∼120 Ma)
during the initial phase of the opening of the Bay of Biscay (∼85 Ma; Olivet, 1996, and references therein). At
that time, the trench was oriented NE-SW, running parallel to the former Iberian passive margin (Figure 2.6).
Subsequently, the trench’s position remained fairly stable, turning to N-S only after the rotation of the Sardinia-
Corsica block (∼21–16 Ma; van der Voo, 1993), and turning to its present-day position during the Southern
Tyrrhenian spreading episodes (∼5–2 Ma). The trench was therefore oriented roughly parallel to the motion of
Africa during most of the subduction process. With the numbers from Deweyet al. (1989), we can estimate the
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total amount of net convergence produced by the motion of Africa since 80 Ma as∼240 km with an average rate
of 3 mm/yr (Figure 2.8a). We note that taking into account the motion of the Adria microplate cannot increase the
estimate of convergence significantly because its Tertiary motion has been coherent with Africa (Channell, 1986).

The net convergence velocity across the Central Mediterranean trench thus appears to be very low when
compared with other subduction zones worldwide (Jarrard, 1986). As a consequence, subduction will be mostly
driven by the negative buoyancy of the subducted slab. This type of setting has been studied in the models of
Faccennaet al. (1996) and Giunchiet al. (1996) and in chapter 1.

2.1.6 Reconstructing subduction

We will now describe our reconstruction along the two cross-sections shown in Figures 2.1 and 2.2 (Figure 2.7).
The present-day configuration of the slab was obtained from the upper-mantle velocity anomaly shown in Fig-
ure 2.2, assuming a continuous slab. As the rigid-plate convergence rate is considered negligible, the amount of
back-arc extension shown in Figure 2.4 is directly related to the total amount of subduction. From the present-
day configuration we subtract the total amount of material subducted during the opening of the back-arc basins.
Phases b and c in Figure 2.7 show the slab configuration at the beginning of the Tyrrhenian and Liguro-Provenc¸al
rifting, respectively. The dip of the deeper part of the slab during phase c is inferred but not constrained by the
available data.

We divide the subduction history in the Central Mediterranean into three stages (Figure 2.7):

1. Phases a–b, from 80 Ma to 35–30 Ma. In both sections, the amount of subduction,∼400 km, was small cor-
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responding to an average velocity of 0.8 cm/yr. Arc-volcanism developed when the slab, dipping shallowly,
reached a depth of 200–300 km;

2. Phases b–c, from 35–30 Ma to 15 Ma. In both sections, the velocity of subduction and the slab dip increased
rapidly during the opening of the Liguro-Provenc¸al basin. By the end of the Sardinia drifting phase (Liguro-
Provenc¸al opening) the slab had reached a depth of∼600 km. In the southern section, subduction halted at
∼15 Ma. In the northern section, the subduction velocity was slower than in the South at all times, and is
observed to decrease progressively with time.

3. Phases c–d, from 15 Ma to the present. In the southern section, the slab becomes deformed, folding at the
660-km boundary. This is indicated by a∼5 Myr pause in subduction and the subsequent acceleration of
the rollback velocity to as much as 6 cm/yr during the opening of the Tyrrhenian back-arc basin. In the
northern area, conversely, subduction ceases permanently.

In summary, we infer that subduction started very slowly. After the initiation phase, velocities increased
rapidly with time during the descent of the slab into the upper mantle. The dip of the slab increased, and arc-
volcanism developed 50 Myr after the onset of subduction. Soon after the opening of the Liguro-Provenc¸al basin,
the slab reached 660-km. Along the southern section, where only oceanic material was subducting, the subduction
velocity decreased at this time, going to zero temporarily. After a few million years, however, the slab probably
re-bent at depth, steepening again, the trench rolled back, and subduction velocity re-accelerated during the rifting
and spreading of the Tyrrhenian basin. Along the northern section, conversely, we observe a progressive decrease
of the subduction velocity and no re-acceleration.

This scenario with the opening of two back-arc basins is in agreement with previous models formulated on
the base of different data sets (e.g. Bortolotti et al., 1990; Principi and Treves, 1984; Knott, 1987; Jolivetet al.,
1998; Rossettiet al., 2001). In our scenario, the consumed arc-perpendicular length of the oceanic lithosphere
of the Jurassic Liguro-Piedmont ocean is∼450 km in the North and∼750 km in the South, consistent with
paleogeographic reconstructions (Dercourtet al., 1986; Schmidet al., 1996).

Comparison with previous models

An alternative paleo-tectonic scenario envisions that subduction in the Central Mediterranean initiated at a later
time than proposed here, and only after a polarity flip from an earlier southeast-dipping subduction zone. The
timing of this flip has been put at 65 Ma (Dercourtet al., 1986), 50 Ma (Boccalettiet al., 1971), or 30 Ma
(Doglioni et al., 1997). The main objective of these alternative models is to explain the development of west-
verging nappe structures in Alpine Corsica as well as the east-verging Apenninic structures. However, all of those
models are at odds with the observations that HP metamorphic units are also found inside the internal Apenninic
nappe, and that these units are progressively younger moving toward the East from 65 Ma up to 25–22 Ma. This
indicates a continuous evolution from the development of subduction to back-arc extension (Jolivetet al., 1998,
and Figure 2.4). Furthermore, the east-verging siliciclastic deposition that began with the development of the
Apenninic trench has been a continuous process, starting at∼85 Ma and continuing to the present day (Principi
and Treves, 1984, and Figure 2.4). All of these data support the model of a doubly vergent Alpine-Apenninic
orogenic wedge, related to north-westward subduction from the very first stage of deformation, with an along-
strike change in the dip of the subduction zone toward the Alps.

2.1.7 Discussion

Figure 2.7 can be recast in the form of a diagram showing the amount of subduction (i.e. the length of the sub-
ducted slab) versus time for the southern (Figure 2.8a) and northern (Figure 2.8b) cross-sections. Starting from
the present, we first plot the current length of the slab as inferred from the tomographic model. The error bars
that we show are conservative upper bounds. Other data in Figure 2.8 come from calculating the amount of ex-
tension. Under the assumption that convergence is negligible, the amount of extension is identical to the amount
of subduction. Further constraints are the onset of arc volcanism, which gives a minimum amount of subduction
of 150–200 km at that time (using 45◦ as a maximum slab-dip, as constrained by the arc–trench gap), and, in the
northern section, the maximum amount of subduction during the deposition of the first foredeep deposits.
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The first stages: Initiation and development

We will start by discussing the primary, accelerating part of the subduction speed curve, which can be observed
along both cross-sections.

Free subduction phase Before the slab reaches the 660-km discontinuity, the data in Figure 2.8 can be inter-
preted using our arguments from chapter 1. We observed that the subduction velocity increased roughly exponen-
tially with time for slab instabilities that were free to sink under their negative buoyancy (i.e. no ridge-push) before
impedance to flow at the transition zone became important. In both numerical and laboratory convection models,
the data could be fit by equating the viscous dissipation per unit length due to the bending of oceanic lithosphere
to the rate of potential energy change by slab pull. This approach was motivated by the work of Conrad and Hager
(1999a).
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The depth extent of the slab,H(t), at timet then scales as

H(t) = H0exp

(
t
τ1

)
(2.1)

whereH0 is an initial length (to be determined from the data) andτ 1 is a characteristic time scale that follows
from the scaling argument and is given by:

τ1 =
µR2

C∆ρocgr3 . (2.2)

Here,∆ρoc is the density contrast between oceanic plate and mantle,µ is the effective viscosity of the bending
plate,g is the gravitational acceleration,r is the bending radius,R is the half thickness of the plate, andC is a
fitting constant that was found to be≈0.28 for the numerical experiments of chapter 1;C is in a similar range for
a slightly different laboratory setup (Funicielloet al., 2002). For (2.1) it is assumed that only the viscous bending
of the oceanic plate and the gain in buoyancy forces matter, thatR andr are constant during subduction, and that
the entrainment of upper-plate lithosphere and the varying dip of the slab are not important. Accordingly, (2.1) is
only a first-order approximation.

In Figure 2.8a, we compare (2.1) with our data for a range of different timescalesτ 1. The trend we observe
for the Central Mediterranean subduction zone can be fit ifτ 1 is equal to 24 Myrs. Using a value of 125 km
for r (as measured from the present-day configuration), 45 km forR (Suhadolc and Panza, 1989), and 1023 Pas
for the viscosity of the lithosphere, we solve for∆ρoc in (2.2), and find∆ρoc ∼ 50 kg/m3. Considering the data
uncertainties, we cannot argue for any particular non-linear functional dependence ofH on t in a statistical sense.
Furthermore, (2.2) shows thatτ1 depends strongly on the geometrical factorR2/r3, which is poorly constrained by
geologic data, and might change substantially with time. This diminishes the resolution of our scaling argument
with respect to parameters such as∆ρoc andµ. Other, possibly important, effects we have not considered include
viscous dissipation in the mantle and effects of non-Newtonian rheology that might be poorly described by our
effective viscosity approach.

However, we note that our estimate of a timescale,τ 1 ≈ 24 Myr, is robust. Whatever process is responsible for
the subduction dynamics must yield a similar number. Our viscous bending argument gives the correct timescale
for a density contrast of around 50 kg/m3 and a plate thickness of 90 km. Both are realistic estimates for the Central
Mediterranean subduction zone (e.g. Cloos, 1993), where the plate was at least 70 Myrs old at initiation (e.g.
Abbate, 1984). An effective viscosity of 1023 Pas for the lithosphere is consistent with estimates of a maximum
factor of 100 to 500 contrast between lithospheric and mantle viscosities (Conrad and Hager, 1999a; Beckeret al.,
1999a, and chapter 1), when a canonical post-glacial rebound value of 1021 Pas is used for the mantle. We thus
have observational support that the theory developed in chapter 1 has relevance for dynamical processes in nature.

Slowdown due to continental entrainment Along the northern section we observe a decrease in the subduction
speed from 30 Myr onward that could be due to the entrance of continental material at the trench (Faccennaet al.,
1997). Stretching our scaling argument from chapter 1 further, we modify the balance between viscous dissipation
and slab-pull energy release that led to (2.1) to allow for the addition of a positive buoyancy anomaly to the slab
column. If we keep all simplifications from above and assume that the change in the density contrast from oceanic
(∆ρoc > 0) to continental (∆ρcon < 0) material occurred at timet1, we can derive an expression for the slab depth
relative toH(t = t1) that will proceed as:

h′(t ′) =
1
b

(
exp

(
t ′

τ2

)
−1

)
, (2.3)

whereh′(t ′) = H(t ′)/H(t = t1)−1, t ′ = t − t1, b = ∆ρcon/∆ρoc, andτ2 is a second timescale, related toτ1 as:

τ2 =
∆ρoc

∆ρcon
τ1 =

τ1

b
. (2.4)

By taking 30 Ma as the time at which continental material entered the trench and assuming that all other parameters
in the system remain constant, we find that the decrease of trench retreat (and hence the decrease in the amount
of subducted material) can be modeled by continental material withb ∼ −1.5 (Figure 2.8b). This corresponds to
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∆ρcon∼−75 kg/m3 and is of the right order of magnitude for continental lithosphere.
The finding that our observations of subduction in the Mediterranean can be described by the simple scaling

argument above lends credibility to the idea that the main resisting force for subduction arises from viscous
dissipation within the bending oceanic plate at the trench (Conrad and Hager, 1999a; Faccennaet al., 1999;
Beckeret al., 1999a). The implication for subduction zones is that we should expect slow instability growth in
non-converging margins, followed by an exponential increase of the subduction velocity before interaction with
the boundary at 660 km becomes important. The entrance of continental material at the trench will, conversely,
lead to a slowdown of subduction on timescales given byτ 2.

Instability timescales In settings with slow convergence, we can expect that thermal diffusion will broaden
gravitational instabilities and so counteract subduction initiation. This effect will become important if convective
timescales are greater than diffusive timescales. As a measure of this effect, we can use the Peclet number,

Pe =
uclc
κ

, (2.5)

whereuc andlc are characteristic velocity and length scales, respectively, andκ denotes thermal diffusivity. Thus,
high Pe means that convection is efficient, and smallPe indicates that diffusion will tend to smear out buoyancy
anomalies.

Arbitrarily picking Pe = 10 as a benchmark and takingl c = 100 km andκ = 10−6 m2/s, we find that velocities
should be larger than∼0.3 cm/yr for convection to dominate. More sophisticated treatments of similar problems
can be found in the literature (e.g. Conrad and Molnar, 1997) but an order-of-magnitude estimate will suffice here.
Therefore, diffusion can be expected to be important during the earliest, slow stages of subduction (∼20 Myr).
However, other effects such as strain-rate and/or grain-size dependent viscosity (e.g. Riedel and Karato, 1997) or
the presence of a pre-existing weak zone might enhance the rate of instability growth and accelerate initiation. We
note that in the Mediterranean slab pull must have been strong enough to overcome the limiting factors, since we
know that subduction did initiate eventually. A comparison with other subduction zones indicates that our model
applies strictly to a slowly converging setting because the onset of arc volcanism postdates the onset of subduction
by only a few Myr in fast converging areas such as in New Zealand (Stern and Holt, 1994).

Episodic opening of back-arc basins and interaction with the 660-km discontinuity

In the southern cross-section, we observe that the initiation and development stage is followed by a decrease in
subduction velocity when the slab reaches the 660-km phase boundary (Figure 2.8a). This coincides roughly
with the end of the first episodes of back-arc spreading. Later, the velocity of subduction increases again with
time, during the opening of the second back-arc basin. We interpret the opening of the first back-arc basin to
have occurred as a consequence of the increased velocity of subduction. This increase was driven by the negative
buoyancy of the oceanic plate: once the instability reached a significant depth (200–300 km), its total slab-pull
increased, causing extension, rifting, and break-up of the overriding plate (Faccennaet al., 1996, and chapter 1).
In addition, the decrease in the African plate velocity at∼35–30 Ma (e.g. Silveret al., 1998) may have contributed
further to the decrease the convergence velocity, allowing for a net increase in the velocity of trench retreat (Jolivet
et al., 1999).

In our model, the end of the first spreading episode and the initiation of the second spreading episode are due
to the interaction between the slab and the 660-km boundary (Faccennaet al., 2000). This is likely to produce a
slowing of the subduction velocity (e.g. Christensen and Yuen, 1984; Zhong and Gurnis, 1995; Funicielloet al.,
2002) and a decrease in the dip of the slab, which can in turn cause a decrease in the in-plane extensional stress
in the upper plate (Tao, 1991). After few million years, the slab steepens again and re-accelerates, leading to the
opening of the second back-arc basin.

We have interpreted the seismic tomography models as showing a continuous flow of subducted material that
has piled up temporarily at 660 km. This is congruent with the expectation that slab rollback will delay slab
penetration into the lower mantle (e.g. Griffiths et al., 1995; Christensen, 1996). In this trench rollback setting,
we can therefore infer that restricted upper-mantle flow was the dominant mode of convection during the whole
evolution of the slab, even though there is good evidence for the long-term ability of slabs to penetrate into the
lower mantle.
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2.1.8 Summary

The evolution of subduction in the Central Mediterranean represents a unique opportunity to unravel the way
the upper mantle evolved over an 80-Myr timespan. We find that subduction was dominated by slab pull in a
restricted, upper-mantle convection environment. Jointly interpreting geological constraints and seismic tomog-
raphy allows the reconstruction of a non steady-state, three-stage process: 1) formation and nucleation of the first
instability, 2) development of subduction in the upper mantle, and 3) episodic opening of back-arc basins as a re-
sult of the interaction between the slab and the 660-km phase boundary. The first stage is controlled by the onset
of subduction with a slow growth of the instability. The second stage is characterized by the development of sub-
duction, when the slab accelerates as it sinks into the upper mantle. This episode can be modeled by equating the
viscous dissipation per unit length due to the bending of oceanic lithosphere to the rate of potential energy release
by slab pull. Finally, the third stage is dominated by the interaction between the slab and the 660-km resulting, in
the southern region, in an important re-shaping of the slab and intermittent pulses of back-arc extension. In the
northern region, we can link the decrease in the trench retreat to the entrance of buoyant continental material at
the trench.

2.2 Constraints on the deformation of the overriding plate

After discussing regional back-arc dynamics for models and the Central Mediterranean, we now turn to the ques-
tion of whether we can predict the deformation state of the overriding plate globally. Back-arc regions in nature
show varying styles of deformation and there are corresponding examples of pro or retrograde motion of the
trench,i.e. of continentward or oceanward motion in a stationary, deep-mantle reference frame (e.g. Uyeda and
Kanamori, 1979; Jarrard, 1986). The Pacific ocean margins are a case in point: in the West, extensional basins
dominate, as in the Marianas and the Tonga trench, where the globally largest retrograde trench velocities are
observed (Beviset al., 1995). In the East, we find the strongest compressional regimes in the overriding plate
where the Nazca plate plunges underneath South America. Slab dynamics in that region have indeed been linked
to the Andean orogeny by means of a slab “anchor” impeding mantle flow (Scholz and Campos, 1995; Russo and
Silver, 1996; Silveret al., 1998).

Some of the potential explanations for these contrasting styles of deformation have already been discussed
in sec. 1.6.2. One idea invokes a relatively stiff slab that transmits stresses to the overriding plate depending on
its direction of descent into a mantle in which there is a net rotation flow component with respect to a stationary
lithosphere (e.g. Uyeda and Kanamori, 1979; Doglioni, 1990). Hotspot reference frame plate velocities such as
HS2-NUVEL1 (Gripp and Gordon, 1990) have a net rotational component (e.g. Ricardet al., 1991; O’Connell
et al., 1991) that corresponds to a NW-directed flow at the Marianas and a SW directed flow around South Amer-
ica. It is conceivable that the slab encounters a force that is either directed against or with it in those two locations,
respectively, which could affect the normal stresses transmitted to the overriding plate. However, as we will argue
in sec. 2.3, there are good reasons to believe that slabs are fairly weak. This implies that effects due to “slab
anchoring” (e.g. Russo and Silver, 1994) might be of second order. Instead, a picture of a slab blowing in the
mantle wind (e.g. Tao and O’Connell, 1992a,b) might be more appropriate. Indeed, as we showed in chapter 1,
contrasting styles of deformation can be observed based on the dynamics of the bending lithosphere at the trench.

According to our scaling argument from chapter 1 in which the buoyancy numberF emerged as the controlling
parameter (sec. 1.3 and sec. 1.5.3), we should expect a more extensional style of deformation in the overriding
plate when slab pull is strong,i.e. for old, cold plates. In contrast, for larger viscosities or relative velocities,
we should expect a more compressional regime. Figure 2.9 shows a scatter plot of deformational regimes for a
number of subduction zones (after Jarrard, 1986) against a proxy forF , the ratio between

√
age (with which the

slab pull scales,e.g. Turcotte and Schubert, 1982) and the velocity of convergence. This presumes that the age of
the subducting plate does not affect its bending stiffness, clearly a simplification, since the thickness of the plate
will exert a control on subduction, possibly a dominant one (Conrad and Hager, 1999b). However, as the scatter in
Figure 2.9 suggests, a more elaborate treatment is probably not justified since there are a number of uncertainties
in the dataset of Jarrard (1986) itself. For instance, the age of the subducting plate is poorly constrained in a
number of regions (cf. Müller et al., 1997). Furthermore, the deformation state of the overriding plate is measured
with a qualitative scale. Other quantities such as the seismic coupling (Pachecoet al., 1993; Scholz and Campos,
1995) might be a better proxy for a quantitative analysis, but coupling also depends on several properties of the
subduction zone. Here, it suffices to state that there is some correlation between the predictions of the proxy
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quantity we plot in Figure 2.9 and the deformation state. Most notably, the endmember cases of South America
(e.g. CCH, NCH) and the Western Pacific (e.g. TON, MAR) are in the predicted regions of parameter space. Our
buoyancy-number based correlation of slab dynamics with the deformation state (r ≈ 0.6) is comparable in quality
to those correlations that Jarrard (1986) discusses based on single quantities such as the rate of convergence. We
cannot, however, argue that the introduction of a second variable has significantly improved the fit. A buoyancy
number controlled deformation state of the overriding plate and the mode of trench migration are therefore in
qualitative agreement with observations, but more work needs to be done to verify a quantitative relation.

In addition to the near-surface slab dynamics due to bending, we can expect that the interaction of the deep
slab with the phase transition at 660 km will be of importance for surface deformation (e.g. Christensen and Yuen,
1984; Mitrovica and Jarvis, 1985; Tao and O’Connell, 1992b; Zhong and Gurnis, 1995; Pysklywec and Mitrovica,
1997; Karatoet al., 2001). Indeed, we argued in sec. 2.1.7 that we could relate the second phase of back-arc
extension in the Mediterranean to the rebending of the slab at depth. Refolding may be a common phenomenon
during transient slab holdup at the 660-km phase transition (e.g. Gaherty and Hager, 1994; Christensen, 1997),
and there is evidence for complex slab morphologies from seismic tomography (e.g. van der Hilst, 1995). It
should be noted that none of these effects require a stiff slab. Since the coupling due to flow driven by the sinking
slab suffices to explain surface observables such as plate-velocities (sec. 4.5.2), it is not clear whether we should
invoke a slab stress guide that is decoupled from the mantle flow that surrounds it.

The interaction between overriding plate deformation, trench migration, and the dynamics at 660 km are
commonly discussed with a reversed sense of cause and effect. As tomographic images show various degrees of
slab deflection at the phase transition (e.g. van der Hilstet al., 1997; Kárason and van der Hilst, 2000), retrograde
trench migration was identified as a major factor decreasing the propensity of a slab to penetrate straight through
660-km (e.g. Griffiths et al., 1995; Christensen, 1996). Intuitively, this explanation is appealing because vertically
piled up dense material will exert more force per unit area (and thus presumably sink faster) than a slab that is
spread out over a large horizontal region. However, all of the previous models have prescribed the trench migration
at a fixed rate; coupled models that fully explore the dynamic interactions between the deep phase transition and
viscosity jump, self-consistent trench migration, and lithospheric deformation (Zhong and Gurnis, 1995) need
further exploration. With a more complete understanding, trench migration might emerge rather as the result of
slab interaction with 660-km than as the cause of transient layering.

2.3 Weak slabs

We have seen in chapter 1 and sec. 2.1 that purely viscous models of subduction are able to explain a wide range
of observables. These results complement previous fluid dynamical models that were applied to data such as deep
seismicity, both in terms of focal mechanisms and overall moment release (e.g. Vassiliou and Hager, 1988), and
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dynamic topography (e.g. Zhong and Gurnis, 1992, 1994). If slabs deform mainly as a viscous, and not as an
elastic, medium at depth, what is their relative viscosity with respect to the mantle?

Lab-derived, temperature-dependent viscosity laws for olivine would predict many orders of magnitude vis-
cosity difference for the several hundred degrees of temperature difference between the slab and the mantle (e.g.
Ranalli, 1995). For the shallow lithosphere, faults or other weak zones therefore have to break the plates for a
tectonic regime that resembles Earth’s to develop rather than a stagnant lid regime (e.g. Moresi and Solomatov,
1998; Tackley, 2001a,b). At depth, we know from focal mechanisms and moment-release studies (e.g. Bevis,
1986, 1988) that strain rates in the slab are comparable to those in the mantle, implying similar viscosities at
constant stress. Also, simply by inspection, slab morphologies as imaged by hypocenters alone (e.g. Giardini and
Woodhouse, 1984, 1986) or seismic tomography (e.g. Kárason and van der Hilst, 2000) resemble those of fluid
dynamical models, and not those of elastic beams sticking into the mantle.

Numerical constraints on the effective viscosity of the slab come from considering the viscous bending of
the oceanic plate at the trench (Conrad and Hager, 1999a,b, and chapter 1) and regional (e.g. Moresi and Gurnis,
1996) or global geopotential (e.g. Zhong and Davies, 1999) studies. These studies agree that the effective viscosity
of the subducting material cannot be larger than∼ 500× the viscosity of the surrounding mantle in order to fit
the data. Given the wide range of viscosity contrasts that would be expected based on temperature dependence
alone, we refer to this relatively small contrast between surrounding mantle and subducted lithosphere rheology
as describing a “weak” slab. When we turn to plate-driving forces in chapter 4, we will also see that symmetric
coupling by viscous drag of weak slab sinkers leads to better velocity predictions than models in which there is
only a one-sided coupling of the slab pull to the subducting plate. If slabs were to present significant obstacles to
a background mantle flow rather than mostly “go with the wind” (e.g. Tao and O’Connell, 1992a; Olbertzet al.,
1997) we should expect some behavior that attests to this divide between slab and mantle. Probably the most
comprehensive argument for the existence of such data was put forward by Russo and Silver (1994). Based mostly
on the approximately trench-parallel orientation of some fast shear-wave splitting axes, these authors argued for
a lateral escape flow around the South American slab, caused by its interaction with large scale mantle currents.
In chapter 5, we will show that trench parallel orientation of the largest finite stretching axes can be observed in
some flow models with weak slabs. However, both the predicted and the observed anisotropy are quite complex
so that we cannot rule out the possible importance of escape flow.

These arguments do not, of course, answer the question of what makes slabs appear effectively weak on
long timescales. There are several possible explanations for why the overall viscosity might be smaller than that
expected for a homogeneous olivine slab. Probable mechanisms include the presence of a multitude of possible
slip planes for brittle deformation at intermediate depths that reduces the elastic stiffness, or, equivalently, the
activation of plastic deformation (e.g. Karatoet al., 2001), shear weakening due to a power-law dependence on
stress in the dislocation creep regime (e.g. Christensen, 1984), grainsize dependence of viscosity (e.g. Ranalli,
1995; Riedel and Karato, 1997), and/or the effect of shear heating (e.g. Turcotte and Schubert, 1973; van den
Berg and Yuen, 1997; Kameyamaet al., 1997). Why slabs appear to be weak remains one of the outstanding
questions in geodynamics.

2.3.1 Global circulation models

For the remainder of this thesis, we will proceed to treat slabs using the weak fluid end-member model. This
section introduces a tool that will be important for a large part of this work (chapters 4 and 5): global flow models.
We will then discuss a first application of such models, the prediction of individual slab shapes based on fluid
flow. The backward-bent Indonesia slab will be presented as an argument that weakly deforming fluid slabs are a
useful model for understanding subduction dynamics.

Convection in the mantle can be described by the infinite Prandtl number version of the Navier-Stokes equa-
tion (e.g. Jarvis and Peltier, 1989). The Boussinesq approximation is commonly adopted, such that density,ρ,
varies only with temperature,T , and all other thermodynamic parameters and the gravitational accelerationg are
independent ofT and pressure,p. In this case, conservation of mass leads to the continuity equation

∇ ·u = 0, (2.6)
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whereu is the velocity vector. Conservation of momentum simplifies to

∇ · τ +ρg− ∇ p = 0 (2.7)

whereτ is the deviatoric stress tensor. For thermal convection, the energy equation that governs the transport of
heat by advection and diffusion must be solved simultaneously (see also sec. 5.4.2). Here, we will be concerned
with the instantaneous flow solution given boundary conditions for eitheru or τ and a known distribution of
density anomalies within the mantle. For all solutions of the convective flow problem we need a constitutive
equation that relates the strain-rate tensorε̇ to the deviatoric stressesτ. Using the simplest possible fluid rheology,
isotropic Newtonian creep with viscosityµ, τ = 2µ ε̇, we arrive at

µ∇ 2u = ∇ p−ρg, (2.8)

which was used for modeling flow in chapter 1, equation (1.1). There, we used a finite element method to solve
(2.8). This was necessary since we wanted to allow for lateral variations inµ within the mantle and lithospheric
plates. If it suffices to treat the viscosity of the mantle as varying only with depth, (2.8) can be solved analytically
for a global spherical harmonic expansion ofu andp using the propagator-matrix approach (Hager and O’Connell,
1979, 1981). When viscosity does not vary laterally, the harmonic modes decouple and (2.8) can be converted into
a set of coupled ordinary differential equations. We denote the maximum degree (wavelength) of the expansion
as�max (for spherical harmonics convention, see sec. 3.4.1). Velocities are prescribed at the surface and a free-
slip condition is applied at the core-mantle boundary (see Hager and Clayton, 1989, for additional details). All
computations that refer to global flow models in this work were done using a computer program we slightly
modified from Steinberger (1996).

The aforementioned method of solving for a simplified version of the mantle flow field will be referred to
as the Hager and O’Connell (1981) method or as aglobal circulation model (to be distinguished from fully
convective 3-D models like that of Bunge and Grand (2000)). Global circulation models have been successfully
applied to the modeling of a number of geophysical observables, such as the geoid (e.g. Hager, 1984; Hageret al.,
1985; Hager and Clayton, 1989; Thoraval and Richards, 1997; Mitrovica and Forte, 1997; Forte and Mitrovica,
2001), dynamic topography (e.g. Lithgow-Bertelloni and Silver, 1998; Panasyuk and Hager, 2000), hotspot tracks
(Steinberger, 2000a), slab distributions in the mantle (Steinberger, 2000a), true polar wander (e.g. Steinberger
and O’Connell, 1997), plate velocities (e.g. Ricard and Vigny (1989); Forteet al. (1991); Lithgow-Bertelloni and
Richards (1995, 1998); Depariset al. (1995) and our chapter 4), and the lithospheric stress field (e.g. Bai et al.,
1992; Steinbergeret al., 2001; Guynn and Lithgow-Bertelloni, 2001; Becker and O’Connell, 2001a). Several of
the simplifying assumptions that are needed to solve mantle flow with the Hager and O’Connell (1981) method
have been critically evaluated (e.g. King et al., 1992; King and Hager, 1994; Richards and Hager, 1989; Panasyuk
et al., 1996; Karpychev and Fleitout, 1996) and extensions to such flow models that include improvements such as
iterative solution for lateral viscosity variations exist (e.g. Zhang and Christensen, 1993; Karpychev and Fleitout,
2000;Čadek and Fleitout, 2000). The major limitation of Hager and O’Connell (1981) type models appears to
be the restriction that viscosity can vary only radially. One implication is that no toroidal flow can be generated
by internal density anomalies; in particular, no� = 1 net rotation component of the lithosphere (O’Connellet al.,
1991; Ricardet al., 1991) can be generated. To arrive at realistic, plate-like velocity fields we therefore have to
either specify the surface plate motions completely or solve for a torque equilibrium for given plate geometries
and interactions, as discussed at length in chapter 4.

If we had comprehensive knowledge of the lateral viscosity variations present in nature, a full solution of
the convective problem with laterally varying viscosity (e.g. Zhang and Christensen, 1993;Čadek and Fleitout,
2000) would clearly be superior to one in which we have to treat each depth layer of the mantle and lithosphere
as having a single average effective viscosity. Given the uncertainties that even simple flow models have to cope
with (e.g. input model density, dealt with in chapter 3) and the poor constraints on lateral rheology contrasts in the
upper mantle and lithosphere, it seems reasonable to proceed with a simplified model in order to expand the range
of testable observables. Our philosophy will be to construct a flow model that fulfills as many observables as
possible and see how well we can explain plate velocities (chapter 4), seismic anisotropy observations (chapter 5),
and lithospheric stresses in a next step (Becker and O’Connell, 2001a). We find that flow models do a good job
for a variety of datasets, providing a basis on which to build more complex and realistic models in the future.
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Figure 2.10: Overview map of
the Indonesian subduction zone
with focus on the Sunda arc; pro-
files for seismicity and tomogra-
phy are shown. Vectors indicate
NUVEL-1 (DeMetset al., 1990)
plate motion with respect to stable
Eurasia, see Pacific plate vector
for scale. Slab seismicity contours
in 50 km intervals fromrum (Gud-
mundsson and Sambridge, 1998).
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2.3.2 The backward bent Indonesia slab

Our first application of global flow models in this work is the prediction of slab trajectories. Our approach is simi-
lar to that of Hager and O’Connell (1978) and Hageret al. (1983), who compared the shape of streamlines beneath
subduction zones with the Wadati-Benioff zones of varying dip that are traced out by earthquake hypocenters. Ha-
ger and O’Connell (1978) concluded that a whole-mantle flow model leads to a better fit to slab trajectories than
one in which flow is restricted to the upper mantle. The validity of this approach has been questioned by Gar-
funkelet al. (1986) who pointed out that in the case of trench migration, instantaneous flow lines are not identical
to material trajectories. The question of the right reference frame is crucial (e.g. Tao and O’Connell, 1992a) but
this does not invalidate the whole approach. As long as we perform flow calculations in a trench-fixed reference
frame (which might, however, be difficult to establish when geodetic and geologic observations of migration rates
are sparse), flow lines and particle trajectories underneath trenches should give us an idea of how slabs might be
shaped. Slabs will deform to accommodate the large-scale mantle flow field, which they drive only partly them-
selves (e.g. Tao and O’Connell, 1992a; Olbertzet al., 1997; van Hunenet al., 2000). If global flow models without
any lateral stiffness contrasts are able to predict slab shapes, this is another argument for the relative weakness of
subducted lithosphere. In the following, we will show that such models are valid and that our flow calculations
predict return flow at depth that could be responsible for the observed slab morphology beneath the Indonesian
trench.

Observations

Stimulated by our work on the effect of background flow on slabs and in particular by a relocation study by
Schöffel and Das (1998), we focus on the Indonesian subduction zone to see whether flow models can predict
the backward bending that the slab appears to be undergoing at depth in the central portion of the Sunda arc
(Figure 2.10). Along some of the indicated profiles, slices through a tomography model by Widiyantoro and
van der Hilst (1996) are shown together with hypocenters from a global (Engdahlet al., 1998) and a local (Sch¨offel
and Das, 1999) relocation study (Figure 2.11). The seismicity contours in the overview map (Figure 2.10) indicate
that we should expect considerable complexity of flow at depth since several subduction zones will interact. Other
tectonic factors include the arrival of continental material at the trench such that oceanic, dense material that drives
subduction is restricted to regions West of∼120◦ in the Sunda arc. The possible tectonic evolution of the region
and its consequences for mantle dynamics have been studied by Widiyantoro and van der Hilst (1996, 1997).

As discussed most recently by Sch¨offel and Das (1998), seismicity in the Sunda Benioff zone (Figure 2.11)
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Figure 2.11: Slices through the localP-wavetomography model of Widiyantoro and van der Hilst (1996) underneath Indonesia
corresponding to profiles 3, 4, 5, and 7 from Figure 2.10. Colorscale given below is relative deviation from ak135 (Kennett
et al., 1995) in %. We also show hypocenters within a 50 km range of the slices, dark dots are used for Engdahlet al.’s (1998)
catalog and bright dots for Sch¨offel and Das (1999).

indicates a trend in which the slab rolls over, with the tip bent backward to varying degrees along strike. This effect
is most pronounced between∼110◦ and∼ 120◦. The easternmost profiles 7 and 8 are probably in a region where
the slab starts to flatten out, as can be seen in the corresponding tomographic slice 7. In the examples of the flow
profiles shown below, we will therefore focus on the 110◦ W region, somewhat removed from the other subduction
zones in that area and approximately corresponding to profile 4 in Figures 2.10 and 2.11. The deformation of the
slab at depth is indicated by moment tensors from the Harvard CMT project (Dziewonskiet al., 1981), shown in
Figure 2.12, which can be interpreted as measuring the strain rate (Kostrov, 1974). First, the seismicity that is
traced out by these large events (the CMT catalog is complete for M� 5.4, e.g. Ekström, 2000) also indicates the
aforementioned backward-bending trend. Second, we can see that the deep moment release takes place mostly by
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Figure 2.12: Harvard CMT solutions (Dziewonskiet al., 1981) as in Figure 2.3 for profiles 4 and 7 from Figure 2.10; we are
viewing the eastern hemisphere of the beach balls.

downdip in-plane compression. This is the case for most subduction zones (e.g. Isacks and Molnar, 1971), and
is an expected result for slab slowdown at 660-km (e.g. Vassiliou and Hager (1988) and chapter 1). The focal
mechanisms display some complex second-order features that have been interpreted as indicating a slab pileup
with significant in-slab deformation (Sch¨offel and Das, 1999).

Flow predictions

Figure 2.13 shows a slice through a global mantle flow model in which we have prescribed the surface velocities
according to NUVEL-1 (DeMetset al., 1990), with Eurasia assumed fixed to approximate a stable-trench refer-
ence frame. The radial viscosity structure we have used for the mantle isη F from sec. 4.5, a best-fit profile from
Steinberger (2000b). The spherical harmonic expansion was taken up to� max= 63 for computational convenience,
corresponding to a resolution (half wavelength) of∼320 km at the surface. We observe a return flow at depths
of ∼ 700 km that is consistent with the tendency of the slab to fold backward.

To explore the additional effect of density anomalies due to the subducted material itself, we present results
from a flow calculation for the upper-mantle slab modelrum and plate motions (Figure 2.14). Modelrum is based
on assigning a density anomaly of 75 kg/m3 to each location where Gudmundsson and Sambridge’s (1998) RUM
model places interpolated seismicity contours. The effective width of the slabs is determined by� max and the
cos2-taper that we apply for� > 0.75�max (sec. 3.3.4). Since the flow problem is linear under the assumptions
of sec. 2.3.1, the complete solution for flow can be obtained by superposition of the prescribed surface-velocities
solution of Figure 2.13 and the flow solution corresponding to that driven only by density anomalies for zero
velocities (no-slip) at the surface (see also sec. 4.3.3). Figure 2.14 shows that the flow that includes the effect of
slab density exhibits larger downwelling velocities (scale same as in Figure 2.13) and a steeper descent, as would
be expected by the Stokes sinker-like flow induced by the negative buoyancy anomalies of the slab material. There
is still some tendency for backward flow, although it is not as pronounced as in the case where flow is driven by
plate related motion only.

rum is clearly not the only possible model of density distribution in the mantle, and we could explore seismic
tomography or subduction history models to determine the variations between models (cf. chapter 3). As with
all density models of the mantle, there is also some uncertainty as to the scaling between observed and inferred
density heterogeneity (sec. 4.4). This implies that the strength of therum-related flow contribution might have
to be adjusted. However, since we are only interested in demonstrating the general validity of the explanation
that slab morphology in the Sunda arc is caused by large-scale mantle circulation, we will restrict our present
investigation to the two flow models described above.
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Figure 2.15: Particle trajectories for tracers in a plate-motion only flow field, advected for 60 Myr. Note that the distance
tracers move horizontally before entering the trench varies such that final depths reflect both the effects of complex flow and
initial position.

Material trajectories

What are the actual material trajectories for the Australian plate material during the descent of the slab in the 3-D
flow field underneath Indonesia? To address this question, we trace particles in the velocity fields from above
which are assumed to be in a steady-state,i.e. not changing significantly over the period over which we integrate
the flow. If this condition holds approximately, and slabs are not much stiffer than the surrounding mantle, such
predicted particle tracks should resemble the observed Wadati-Benioff zone geometry.

To integrate the path of a passive tracer numerically we use a 4th-order, adaptive stepsize Runge-Kutta scheme
(e.g. Presset al., 1993, p. 710), described in sec. 5.4.1. Figure 2.15 shows the material lines corresponding to the
particle paths of a tracer distribution that was placed in the Indo-Australian plate at 50 km depth. The flow
field is that of Figure 2.13 and includes plate motion driven circulation only. Figure 2.15 demonstrates that the
downwellings at subduction zones to the northwest of Indonesia lead to a southward flow component that distorts
the downwelling in the Sunda arc as already indicated in the profile of Figure 2.13. We also see that particle
trajectories can be quite complex, even for flow that is driven only by plate motions.

For the flow underneath Indonesia, therefore, we find the backward tendency of flow confirmed for actual
particle paths. The effective downward velocity of oceanic plate tracers is quite small for the plate-motions only
model, and some tracers have not reached 660-km even after 60 Myr of advection. If we include the effect of
slab density as derived fromrum (Figure 2.16), we find, as expected, that the predicted slab trajectories are more
vertical and the rate of subduction has been enhanced. However, we confirm that the slab should be expected to
be almost vertical at mid-depth and then turn over toward the south below∼550 km.

There are several shortcomings of these simple models, most importantly the assumption that the flow is
steady-state. We should eventually include paleo plate-motions and also advect density anomalies (e.g. Stein-
berger, 2000b) to improve the realism. We will use such an enhanced model in our more extensive comparison of
flow-model derived strains and anisotropy in chapter 5. However, we have seen that the observed Wadati-Benioff
zone geometry underneath Indonesia is possibly related to large scale-fluid flow that deforms a weak slab. A
more thorough, global re-investigation of the correlation between circulation-model predictions and observations
of subduction zone geometries is beyond the scope of this work.
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Chapter 3

A comparison of tomographic and
geodynamic mantle models

After discussing the regional dynamic interactions between mantle convection and lithospheric deformation in
subduction zones for fluid dynamical models (chapter 1) and a number of examples from nature (chapter 2), we
will now move toward a global model of lithospheric deformation. The key ingredient for the mantle convection
part of such a model will be a 3-D circulation calculation (sec. 2.3.1). While plate-related flow in the mantle can
be estimated from the present-day plate velocities at the surface, density-driven motion at depth must be inferred
by more indirect means. Mantle density models have been based on seismic tomography (e.g. Hageret al., 1985;
Mitrovica and Forte, 1997; Forte and Mitrovica, 2001), present-day seismically active slabs (e.g. Hager, 1984), or
aseismic, reconstructed subduction zone distributions (e.g. Ricardet al., 1993; Lithgow-Bertelloni and Richards,
1995; Steinberger, 2000b). It is therefore important to study carefully the similarities and differences between
these various input models in order to understand the robustness of the model predictions that are inferred from
them.

3.1 Abstract

We conduct a comprehensive and quantitative analysis of similarities and differences between recent seismic
tomography models of the Earth’s mantle in an attempt to determine a benchmark for geodynamic interpretation.
After a spherical harmonic expansion, we find the spectral power and radial correlation of each tomographic
model as a function of depth and harmonic degree. We then calculate the correlation, at the same depths and
degrees, between all possible pairs of models, to identify stable and model-dependent features (the former being
usually of longer spatial wavelength than the latter). We can therefore evaluate the degree of robust structure that
seismologists have mapped so far and proceed to calculatead hoc mean reference models. These insights will
guide us later in our plate driving force inversions and finite-strain calculations.

Tomographic models are furthermore compared with two geodynamic subduction models that are based on
plate motion reconstructions. We find systematically low intermediate-wavelength correlation between tomogra-
phy and convective reconstruction models and suggest that inadequate treatment of the details of slab advection
is responsible. However, we confirm the presence of stable, slab-like fast anomalies in the mid-mantle whose
geographic pattern naturally associates them with subduction. This finding –in addition to our analysis of hetero-
geneity spectra and the absence of strong minima in the radial correlation functions besides the one at∼ 700 km–
supports the idea of whole mantle convection with slab penetration through the 660-km phase transition, possibly
accompanied by a reorganization of flow.

The work presented in this chapter was done in collaboration with Lapo Boschi (Harvard University) and has been published previously in
modified form inGeochemistry, Geophysics, Geosystems (Becker and Boschi, 2002) with additional online material at http://www.geophysics.
harvard.edu/geodyn/tomography.
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3.2 Introduction

Over the last two decades, numerous tomographic models of the Earth’s interior have been derived from different
types of seismological measurements and with different techniques (e.g. Dziewonskiet al., 1977; Masterset al.,
1982; Woodhouse and Dziewonski, 1984; Dziewonski, 1984; Inoueet al., 1990; van der Hilstet al., 1997). “Seis-
mic tomography” denotes the result of inversions for the three-dimensional (3-D) wave speed anomalies in the
Earth’s mantle that lead to traveltime anomalies when compared with those predicted from 1-D reference models
such as PREM (Dziewonski and Anderson, 1981). Methods and results of this CAT-scan like approach have been
reviewed in a number of articles (e.g. Ritzwoller and Lavely, 1995; Dziewonski, 2000) and Boschi and Dziewon-
ski (1999) give a brief account of the more technical aspects of the inversion procedures. Tomographic models can
be seen as snapshots of the convecting mantle, thereby providing important constraints on the planet’s dynamics
(e.g. Hageret al., 1985; Mitrovica and Forte, 1997). Here, we conduct a comparison between global 3-D mantle
models, derived from seismological data, and theoretical geodynamic models. In order to proceed from mapping
heterogeneity to testing geologically relevant hypotheses, such an undertaking is needed for a number of reasons:

1. Discrepancies between tomographic models often arise from differences in the modeling procedure (e.g.
Boschi and Dziewonski, 1999). In particular, the choice of basis functions for the parameterization of
the 3-D mantle anomalies (blocks, splines, or spherical harmonics are typically used) is important and
each selection has its caveats. Directly related is the issue of damping since either total model size (norm
damping) or smoothness (gradient damping) or both have to be constrained for an overdetermined system
of equations with imperfect data (e.g. Parker, 1994). Using a systematic computation of the correlation
between different models we attempt to distinguish stable features from those that depend on data selection
and technical choices.

2. 3-D models of compressional (P) and shear (S) wave velocity in the Earth’s mantle are derived from inde-
pendent observations. The existence of a correlation betweenP andS-velocity anomalies might mean that
they have a common origin, generally believed to be thermal and associated with mantle convection; on
the other hand, where uncorrelatedP andS-velocity heterogeneities are found, compositional heterogeneity
can be invoked (e.g. Su and Dziewonski, 1997; Kennettet al., 1998). It is therefore important to specifically
measure the correlation betweenP andS-models.

3. Several authors have attempted to reconstruct the convective flow of the mantle (e.g. Ricardet al., 1993;
Lithgow-Bertelloni and Richards, 1995, 1998; Bungeet al., 1998; Bunge and Grand, 2000; Steinberger,
2000a,b), and their results have been used to explain the current pattern of seismic heterogeneities. How-
ever, there is still some controversy on this subject; debated issues include the extent to which the phase
transition at 660 km represents a barrier to mantle flow (e.g. Christensen, 1996; van der Hilstet al., 1997;
Puster and Jordan, 1997), and whether a layer or other large scale structure exists in the deep mantle (e.g.
van der Hilst and K´arason, 1999; Kellogget al., 1999; Beckeret al., 1999b; Tackley, 2000). To contribute
to this discussion, we carry out a quantitative comparison of seismological versus geodynamic results with
the same algorithm used to find the correlation between tomographic models.

More than any previous comparative interpretation of global tomography (e.g. Grandet al., 1997; Masterset al.,
1999) and geodynamics (e.g. Lithgow-Bertelloni and Richards, 1998; Bungeet al., 1998), our study includes a
comprehensive, consistent, and quantitative analysis of all recently published models, allowing the reader to make
an informed choice as to which features and geodynamic inferences can be considered robust.

We follow Masterset al. (1999) and choose to measure the similarity between models in terms of the linear
correlation between their spherical harmonic expansions. Only with a spectral analysis are we able to iden-
tify wavelength-dependent features and detect changes in the character of the spectrum of imaged heterogeneity
(sec. 3.5.1). Our global measure of correlation suffers from certain drawbacks (e.g. Ray and Anderson, 1994),
especially when narrow signals such as subducting slabs are studied. Wavelets might be better able to detect local
features (e.g. Bergeronet al., 2000); in sec. 3.5.4 we circumvent these problems with an additional spatial domain
analysis.

We find that the correlation between modern global tomographic models is high at long wavelengths, even
whenP andS-wave models are compared with each other; in particular, slab-like structures extending below the
660-km phase transition are a stable feature of all models, and no other radial discontinuity is required at larger
depths. Tomographic models are less similar at shorter wavelengths, and on a global intermediate-wavelength
scale, do not yet correlate well with the slab signal of geodynamic models.
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3.3 Models

Following is a brief description of all the models we study. Their abbreviated names, by which they are referred
to hereafter, are given in italic font.

3.3.1 P-wave tomography

hwe97p: MIT model parameterized in terms of 2◦×2◦ blocks of variable radial extent (van der Hilstet al., 1997).
hwe97p is undefined in areas where the data coverage was considered inadequate (“gaps”).

kh00p: Derived similarly tohwe97p but a coarser parameterization (3◦ ×3◦ blocks) and additional travel time
data (from core phases) has led to a model that is defined everywhere in the mantle (K´arason and van der
Hilst, 2001).

bdp98: Harvard equal area block model BDP98 (5◦ × 5◦ at the equator, constant radial extent of∼ 200 km)
(Boschi and Dziewonski, 1999).

bdp00: Unpublished improvement ofbdp98 based on further relocation efforts (see Antoliket al., 2001).

All P-wave models are based on body-wave travel-time measurements collected by the International Seismolog-
ical Centre (ISC). ISC data can be improved by source relocation; this has been done by both the Harvard group
(Su and Dziewonski, 1997), and with a different method by Engdahlet al. (1998). Both MIT models were derived
from Engdahlet al.’s (1998) data set.

3.3.2 S-wave tomography

Love and Rayleigh waves are mostly sensitive to anomalies in horizontally and vertically polarized shear velocity,
vSH and vSV respectively, and only marginally affected by perturbations inP-velocity, v P (e.g. Anderson and
Dziewonski, 1982). Observations of surface waves are, therefore, usually taken into account in derivingS-models,
while vP heterogeneities are only constrained by the travel times of body waves whose ray geometry is generally
nearly vertical within the upper mantle. As a result, the data coverage forv S in the upper mantle is much more
uniform than forvP.

grand: equal-area block model as of Grand’s ftp-site in fall 2000 (see Grandet al., 1997), distributed on a 2◦×2◦
grid. The model was derived from a combination of body and surface wave measurements with a two step
process (Grand, 1994): first, observations are explained in terms of upper- and lower-most mantle structure
only. Second, the authors invert the residual travel-time anomalies to find velocity heterogeneities in the
rest of the mantle.

ngrand: Updated version ofgrand, as of Grand’s ftp-site in June 2001. The inversion that led tongrand was
damped more strongly in the upper mantle than that ofgrand (S. Grand, pers. comm.); as a result, the new
model is different fromgrand mostly in amplitude, rather than pattern, of heterogeneity (sec. 3.5.1).

s20rts: Caltech model S20RTS, parameterized horizontally in terms of spherical harmonics up to degree� max =
20, and radially with a set of cubic splines (Ritsema and van Heijst, 2000). Derived from a data set that,
in addition to body and Rayleigh wave measurements, includes observations of normal mode splitting
functions.

saw24b16: BerkeleyvSH model SAW24B16 (M´egnin and Romanowicz, 2000), derived by fitting body and sur-
face wave transverse-component waveforms. Parameterized with spherical harmonics (� max= 24) and cubic
splines.

sb4l18: Scripps model SB4L18, from observations of body, Love, and Rayleigh waves, and normal modes (Mas-
terset al., 1999). Parameterized in terms of equal-area blocks (4◦×4◦ at the equator) with 18 radial layers.

s20a: Harvard model S20A from observations of body, Love, and Rayleigh waves (Ekstr¨om and Dziewonski,
1998).vSH andvSV anomalies were treated as independent free parameters;δvS is subsequently estimated
from the Voigt-averagedS velocity (see Figure A.6). Spherical harmonics (� max= 20) horizontally; radially,
upper and lower mantle are parameterized separately with two sets of Chebyshev polynomials.
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s362d1: Harvard model S362D1, derived with a procedure analogous tos20a (including the discontinuity at
670 km) but described by a spline parameterization both horizontally and vertically (Guet al., 2001).
Lateral resolution is equivalent to�max∼ 18.

In addition, we will also use lower resolution joint inversions forv S andvP in sec. 3.5.2. We consider MK12WM13
(Su and Dziewonski, 1997) (spherical harmonics,�max = 12, Chebyshev polynomials with depth,vP and vS

anomalies denoted bymk12wm13p andmk12wm13s, respectively), SB10L18 by Masterset al. (2000) (similar
to sb4l18 but 10◦ ×10◦ blocks,pb10l18 andsb10l18), and Harvard model SPRD6 from normal mode splitting
coefficients (Ishii and Tromp, 2001) (spherical harmonics,� max = 6, sprd6p andsprd6s).

3.3.3 Mean tomography models

While most tomographic models present significant discrepancies, they agree on certain, long-wavelength pat-
terns. Efforts to define a 3-D reference Earth model from an inversion of geophysical observables are currently
under way (seee.g. the Reference Earth Model (REM) web site, http://mahi.ucsd.edu/Gabi/rem.html). A REM
would be a starting point for higher resolution models and provide the much needed benchmark to evaluate geo-
dynamic hypotheses. Here, we adopt a pragmatic approach and calculate two mean models by taking a weighted
average of several models, assuming that such “stacking” will amplify consistent features. The result is a largest
common denominator model which we intend to update as tomographic research progresses.

pmean: Our meanP-wave model based onbdp00 andkh00p.

smean: Our meanS-wave model, based onngrand, s20rts, andsb4l18.

smean andpmean have been calculated by a weighted average of well correlatedS-models with similar input data
(ngrand, s20rts andsb4l18) and the newerP-wave models (bdp00 andkh00p), respectively. We first determine
depth averagedδvRMS for each input model, and then scale the models such that they would lead to a mean model
with a depth averagedδvRMS that corresponds to the meanδvRMS of all input models. This procedure maintains
the depth-dependence ofδvRMS for each model but evens out total heterogeneity amplitude differences between
models. (We have experimented with additional,�-dependent average-correlation weighted models, results were
not much different.) The spatial expansion of the resulting mean models is shown at selected depths in Figure 3.1
(for the spectral andδvRMS character, see Figures 3.5 and 3.6).

3.3.4 Geodynamic models

We compare the velocity models with an upper mantle slab model, two models that account for inferred past
subduction, and –in a statistical sense– with a thermal convection calculation.

rum: Our spherical harmonic expansion of slabs in the upper mantle obtained from the RUM seismicity contours
(Gudmundsson and Sambridge, 1998) which are in turn based on the Engdahlet al. (1998) catalog. We
integrate along the RUM contours at each layer using them asδ-functions such that the effective width of
the slabs is determined by�max and the cos2-taper that we apply for� > 0.75�max.

lrr98d: Density model by Lithgow-Bertelloni and Richards (1998) on spherical harmonics laterally (� max = 25)
and layers with depth.lrr98d is based on “slablets”,i.e. negative buoyancy anomalies, that sink at different
speeds in the upper and lower mantle after starting at estimated past trench locations which are based on
Mesozoic and Cenozoic plate reconstructions (Lithgow-Bertelloniet al., 1993; Ricardet al., 1993). The
sinking rate was adjusted to fit geopotential fields, tomography, and plate motions.

stb00d: Density model by Steinberger (2000b) on spherical harmonics (� max = 31) and radial layers.stb00d is
also based on past plate motions and subduction; Lithgow-Bertelloniet al.’s (1993) sets of plate boundaries
were, however, interpolated at 2 Ma intervals while Lithgow-Bertelloni and Richards (1998) held bound-
aries fixed during individual plate-tectonic stages.stb00d is furthermore different fromlrr98d in that it
allows for lateral advection of slablets once they are below 380 km due to the flow that is generated by plate
motion and slab buoyancy.stb00d can be considered more realistic thanlrr98d with respect to the treatment
of convective flow.

zmg00t: Temperature snapshot from a 3-D spherical convection calculation by Zhonget al. (2000); we use the
non-adiabatic temperature variations from their case 7 at time 9.25· 10−4. Case 7 is an incompressible,
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Figure 3.1: Maps ofsmean (δvS, left) andpmean (δvP, right) at the indicated depths (�max = 31), Pacific-centered Robinson
projection. We trace out the zero anomaly contour.

temperature and depth-dependent viscosity calculation without phase transitions that allowed for plate-
like flow through the inclusion of fixed weak zones (plates 2a and b of Zhonget al., 2000). Assuming
constant thermal expansivity,α, variations in non-dimensional temperature,T̄ , relate to density,ρ, as
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d lnρ = −α∆T dT̄ . With ∆T = 1800◦ K for the non-adiabatic mantle gradient andα = 1.4 · 10−5 K−1,
we scale withα∆T ≈ 0.025.

Current and past plate motions are some of the best indicators for the style of convective flow in the mantle. The
derived slab sinker trajectories and density distributions of models such asstb00d should thus be amongst the best
constrained geodynamic models. However, given the discrepancies that we observe betweenlrr98d andstb00d
(sec. 3.5.4), we will not attempt to explore thermal convection models (e.g. Tackley, 1996; Bungeet al., 1998;
Zhonget al., 2000) in greater detail at this point but only complement power spectra of tomography with one
representative pattern fromzmg00t (sec. 3.5.1).

3.4 Measuring model structure and similarity

Before carrying out any comparisons, we must find a consistent description. As tomographic models are expressed
with respect to different 1-D reference profiles, we first scale heterogeneity to relative deviations from PREM, and
define

δvP,S = d lnvP,S =
dvP,S

vP,S
. (3.1)

We then evaluate each model at a discrete set of depthszi (i = 1,2, . . .N); at eachzi, we find the coefficients of a
spherical harmonic expansion of the model –as a function ofθ andφ– up to degree� max = 31 (see below). We
set to zero all the� = 0 coefficients, corresponding to the constant offset from PREM at each depth. Correlation
is usually computed for each harmonic degree up to� = 20, which is the nominal resolution limit of most long
wavelength models (corresponding to a half wavelength of∼ 1000 km at the surface).

3.4.1 Spherical harmonic expansion

Using unity-norm real spherical harmonics (e.g. Dahlen and Tromp, 1998, B.8) we approximate any given field
δv(θ,φ) of velocity or density anomalies at a given depth with its expansion up to� max,

δv(θ,φ) ≈
�max

∑
�=0

[
a�0X�0(θ)+

√
2

�

∑
m=1

X�m(θ)(a�m cosmφ+ b�m sinmφ)

]
, (3.2)

whereX�m are the normalized associated Legendre functions
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(

2�+1
4π

) 1
2
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] 1
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with
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µ2−1
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. (3.4)

The set of coefficients{a�m,b�m} is found by

a�0 =
∫

Ω
dΩ X�0(θ)δv(θ,φ) for m = 0 and (3.5)(

a�m

b�m

)
=

√
2

∫
Ω

dΩ
(

X�m(θ)
cosmφ
sinmφ

)
δv(θ,φ) for 1≤ m ≤ �, (3.6)

where
∫

Ω dΩ indicates integration over the unit sphere. Our experiments with different numerical integration
methods and smoothly interpolated grids with spacings between 0.5◦ and 2◦ indicate that the spurious power
which is introduced by the expansion of block models should be smaller than∼ 2.5% for degrees� ≤ 20.

Some tomography models are undefined in areas where the ray coverage was considered inadequate. The
effect of these gaps is most extreme forhwe97p, where the areal coverage varies between∼ 40% at the surface and
∼ 95% at the core mantle boundary (CMB). Since the size of gaps can be large, we set the velocity perturbations to
zero in those regions before computing (3.5) and (3.6). This choice has the same effect as the imposition of a strong
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norm-minimization constraint in a least squares fit of{a �m,b�m} (i.e. underestimation of RMS heterogeneity).
While this approach is not ideal, we think that a more elaborate treatment is unnecessary since the gap-lesskh00p
has replacedhwe97p, and we will not base any of our conclusions uponhwe97p. Gaps ingrand andngrand
occupy a fraction smaller than 1.1% and 0.3% at all depths, respectively; in these cases we have interpolated
using the “surface” algorithm (Wessel and Smith, 1991) before expanding the fields.

3.4.2 Power as a function of wavelength

We define the spectral power of the fieldδv(θ,φ) per degree� and unit area as (e.g. Dahlen and Tromp, 1998,
B.8):

σ2
� =

1
2�+1

�

∑
m=0

(
a2

�m + b2
�m

)
, (3.7)

such that aδ-function results in a flat spectrum (depth dependence will be assumed implicitly). The root-mean-
square (RMS) power of the expansion is then:

δvRMS ≈ 1√
4π

σRMS =

√√√√ 1
4π

�max

∑
�=1

(2�+1)σ2
� (3.8)

since ∫
Ω

[δv(θ,φ)]2 dΩ =
∞

∑
�=0

�

∑
m=0

(
a2

�m + b2
�m

)
. (3.9)

We note that other definitions of spectral power can be found in the literature (e.g. Su and Dziewonski, 1991); our
choice (normalization by 2�+1 in eq. 3.7) emphasizes the wavelength dependence of heterogeneity.

3.4.3 Cross-model correlation

To evaluate the similarity of any two models at a given depth, we find the correlationr � between the spherical
harmonic expansions{a�m,b�m} and{c�m,d�m} of the corresponding fields at each wavelength�,

r� = ∑�
m=0(a�mc�m + b�md�m)√

∑�
m=0

(
a2

�m + b2
�m

)√
∑�

m=0

(
c2
�m + d2

�m

) . (3.10)

The total correlation up to�max is given by

rtot
�max

=
∑�max

�=1 ∑�
m=0(a�mc�m + b�md�m)

σ{a�m,b�m}
RMS σ{c�m,d�m}

RMS

, (3.11)

whereσ{a�m,b�m}
RMS andσ{c�m,d�m}

RMS denote the RMS sums for each model. Figure 3.2 shows a comparison of the
normal, grid based (e.g. Presset al., 1993, p. 636) and the spherical harmonics based estimates of total correlation
betweenbdp00 andkh00p as a function of depth. The area weighted, discrete data estimate is based on an expan-
sion of the�max = 31 representation of both fields on 1.4◦ ×1.4◦ blocks, and the spherical harmonics estimate is
r31, after (3.11). Both methods yield similar results in general, and we find no systematic deviations with depth.
We have also included ar31-correlation estimate that is based on akmax= 20 radial Chebyshev re-parameterization
(sec. 3.4.4); features are similar but the curve is smoother, as expected.

After applying (3.10) and (3.11) to find the correlation between every combination of two models atM evenly
spacedz j where the models have been interpolated, we take the weighted average (0≤ z j ≤ 2871 km):

〈r�max〉 =
∑M

j=1wjrtot
�max

(z j)

∑M
j=1 wj

with wj = (a− z j)2, (3.12)

wherea is the Earth’s radius; each layer enters the average according to its volume. While〈r〉 is thus biased by
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Figure 3.2: Comparison of total correlations
betweenbdp00 and kh00p based on grids
(circles); with spherical harmonics,r31 (af-
ter eq. 3.11, diamonds); and spherical har-
monics based on akmax = 20 Chebyshev re-
parameterization (triangles, see sec. 3.4.4).
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shallow structure, our approach seems appropriate for a global measure of similarity and we find that cross-model
〈r〉 does not depend strongly on this weighting.

Eqs. (3.10) – (3.12) are estimates of the similarity of two models in terms of global heterogeneity patterns;
differences in amplitude do not affectr � or rtot

�max
. We find and comparer tot

8 andrtot
20 to evaluate separately the

correlation between the long and intermediate spatial wavelength components of the models. Assuming a binor-
mal distribution for the deviations from a linear trend, we can apply Student’st-test (Presset al., 1993, p. 637) to
evaluate the likelihood,P, that a correlationr between two sets of coefficients is caused by chance. The number
of degrees of freedom is(�max+1)2−3; for �max = 20 and�max = 8 the 99% significance levels (p = 0.01) for
r are then given by 0.123 and 0.286, respectively. Most of ther values we find are therefore “significant” at the
99%-level, although care should be taken when interpreting such statements (e.g. Ray and Anderson, 1994).

3.4.4 Radial parameterization

We generally attempt to remain close to the original radial parameterization of all models: if models were de-
scribed in terms of discrete layers, we first evaluate them at the original mid-layer depths,z i. Likewise, we
evaluate spline models at, roughly, the original spline knots and models that are parameterized with Chebyshev
polynomials at constantly spaced (∼ 150 km) intervals. Subsequently, if the value of the model is needed at any
other depthz j, we find it by linear interpolation. To explore how results are affected by different radial param-
eterizations, we will additionally show results from models that were re-parameterized in terms of normalized
Chebyshev polynomials of orderk (e.g. Su and Dziewonski, 1997). We obtain the Chebyshev coefficients by a
least squares fit of the original expansion coefficients at thez i using a combination of norm and roughness damp-
ing. This leads to a smoothed but faithful representation of the original models (see Figure 3.9): withk max = 20,
we have a resolution of∼ 150 km and achieve variance reductions typically better than 95%.
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3.4.5 Radial correlation

Following Puster and Jordan (1997), we calculate the radial correlation matrixr(z 1,z2) between the lateral struc-
ture of the same model at any two depthsz1 andz2. (r(z1,z2) is simply the value ofrtot

�max
found from the expansions

{az1
�m,bz1

�m} and{az2
�m,bz2

�m} at the depthsz1 andz2, respectively.) Two derived, closely related measures of radial
coherence as a function ofz are a) the correlation coefficientr(z−∆z,z+∆z) for a fixed depth bracket∆z, and b)
the value of∆z associated with a contour of constantr(z−∆z,z+∆z). As outlined by Puster and Jordan (1997),
radial correlation functions can be interpreted as a measure of mass flux between different depth ranges in the
convecting mantle. In practice, we computer(z1,z2) for all zi and interpolate on a smooth field at∼ 25 km grid
spacing. For models whose spline parameterization density varies with depth, it is difficult to obtain adequate
depth spacings; our discretezi estimate of the correlation functions suffers therefore from some oversampling,
especially fors20rts. The resulting oscillations are, however, easily detected, and can be avoided if we choose a
Chebyshev parameterization with depth (see Figure 3.9).

3.5 Results

3.5.1 Analysis of individual models

We study the spectral signal,δvRMS, and radial correlation of each model before comparing models to one another.
For consistency, all values of geodynamic models are scaled by

Λ =
d lnvS

d lnρ
=

δvS

δρ
= 3.6, (3.13)

a weighted radial average (we neglect depth-dependence ofΛ for simplicity) of Karato’s (1993) profile.

Power spectra variation with depth

After computing the spectral power per degreeσ2
� (eq. 3.7) we normalize it by its maximum at each depth in order

to emphasize the dominant wavelengths and denote the resulting quantityσ̂2
� . The first moment of a weighted sum

of σ̂2
� ,

M(z) =
∑�max

�=1 �(2�+1)σ̂2
�(z)

∑�max
�=1 (2�+1)σ̂2

�(z)
, (3.14)

is a measure of thez-dependence of the strongest wavelengths,i.e. the “color” of the heterogeneity spectrum.
(Absolute values ofM(z) are only meaningful when̂σ2

� → 0 as�→ �max; most tomographic models approximately
satisfy this condition.)

Figures 3.3 and Figure 3.4 show the normalized and absolute (σ 2
� ) spectrum for a selection of tomographic and

geodynamic models. Most tomographic models are dominated by long wavelengths (“red”,� � 5) at all depths
(e.g. Su and Dziewonski, 1992). These low degree patterns roughly correspond to the continent/ocean function at
the surface, the circum-Pacific subduction signal in the mid-mantle, and the “mega-plumes” toward the CMB. In
other words, mantle convection appears to be organized by plate-scale flow with lengthscales as observed at the
surface (e.g. Davies, 1988).

TheP-modelskh00p andbdp00 have a different spectral character in the uppermost mantle (whereM(z) and
δvRMS from bdp00 are smoother functions of depth) and for 1600–2400 km depths.bdp00 furthermore indicates
a stronger change in spectral character atz ∼ 800 km thankh00p while kh00p andbdp00 are consistent in that
the absolute� = 2 power has a local minimum at∼ 2000 km depth (Figure 3.4). Thêσ2

� -spectrum ofs20rts is
dominated by� = 2 everywhere in the lower mantle but weaker at intermediate� than for theP-models. Theδv RMS

of s20rts, minimum at∼ 1600 km depth, is focused in the uppermost mantle whereσ̂2
� is strongest in degrees� = 1

and� = 5, as expected in anS-model with a well constrained ocean-continent signal (Su and Dziewonski, 1991).
The spectrum ofs20rts becomes continuously redder with increasing depth starting from∼ 1500 km. This is a
common feature forS-models whileP-models typically have intermediate wavelength power and a corresponding
local maximum inM(z) at∼ 2000 km. We find a minimum in absoluteσ2

2 for s20rts at∼ 1600 km (Figure 3.4),
possibly related to the fading slab signal and to the uppermost boundary of the large slow anomalies that reach
down to the CMB (Dziewonski, 1984). We also observe that the spectral power ofs20rts is consistently higher
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Figure 3.3: Normalized spectral power,̂σ2
� , (left sub-plots) and RMS variations,δvRMS, (variable scale with 0.1-tickmarks,

right sub-plots) forP, S, subduction (stb00d) and thermal convection (zmg00t) models; curve in the left sub-plot indicates
M(z), (3.14). Dashed lines mark 410 km, 660 km, 1700 km, and 2000 km depths (compare Figure 3.4).

at even rather than odd�, up to � ∼ 12; one reason for this could be the�-dependence of the sensitivity of
normal mode splitting functions (used, among other data, to derives20rts) to the Earth’s structure. On the other
hand,s20a and the subduction signal instb00d andlrr98d indicate similar streaks in the power spectrum. The
spectrum andδvRMS of s362d1 shows the effect of a 660-km deep discontinuity in the radial parameterization:
the inversion shifts heterogeneity to the upper mantle and the sub 660-km spectrum gets whiter. Guet al. (2001)
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find that such variations are not as pronounced when the parameterization discontinuity is placed at other depths.
A change in spectral character below 660-km can also be found –to a lesser extent– in other models (e.g. bdp00);
it might indicate the effect of a viscosity increase in the lower mantle (e.g. Mitrovica and Forte, 1997), leading to
reorganization of flow and transient slab hold-up (sec. 3.5.1).

σ̂2
� of stb00d is strongest for� � 3 but differs from tomography in that it has relatively high power over a broad

range of wavelengths as expected from the narrow slablet signal. Besides a trend toward a bluer spectrum below
660-km, there is no clear tendency ofM(z) of the subduction signal to vary with depth but –as noted above– we
find that even� is stronger in the mid-mantle than odd� power forstb00d andlrr98d (see Figures 3.4 and 3.24).
Thermal convection modelzmg00t is similar to tomography regarding the low degree pattern of heterogeneity.
Indeed, case 7 is Zhonget al.’s (2000) preferred model since the inclusion of “plates” lead to the characteristic red
signal of seismological models in a temperature dependent viscosity calculation.zmg00t furthermore resembles
tomography in that the signal is bluer in the mid-mantle than toward the thermal boundary layers (TBLs,z �
500 km and at the CMB) whereδvRMS variations are strongest.

Figure 3.5 shows depth averaged
√
〈σ2

�〉 for a selection of models. In general,S-models are characterized by
stronger heterogeneity thanP-models (e.g. Anderson, 1987; Karato, 1993) (also see sec. 3.5.2). As noted above,
spectral power for tomography is concentrated at low degrees (� = 1, � = 2, with a local maximum at� = 5) and
rapidly decays when� � 5 (e.g. Su and Dziewonski, 1991).s362d1 is an outlier, in that it shows the most rapid
decrease of̂σ2

� for � � 12, mostly due to a relatively weak high frequency signal in the upper mantle (Figure 3.4).
The geodynamic modelsstb00d, lrr98d, rum, andzmg00t have a stronger high frequency character than that
mapped by tomography.

RMS heterogeneity

The aforementioned concentration of heterogeneity toward the boundary layers of the mantle, and the global
minima at∼ 1600 km (S-models) or∼ 2000 km (P-models) depth, are common features ofδv RMS as a function
of z (Figure 3.6). In the case of tomographic models,δv RMS is a smooth function of depth; exceptions aregrand
andngrand (whose highδvRMS focusing is the result of the inversion procedure), as well ass20a ands362d1
(based on a discontinuous radial parameterization sec. 3.3.2).ngrand is significantly closer inδv RMS to the other
S-models than its ancestorgrand because of modified damping (sec. 3.3.2). The cross-model correlation between
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Figure 3.6: δvRMS versusz, �max = 31. Symbols atz < 0 denote depth averaged〈δvRMS〉.

grand andngrand shows that patterns were only slightly affected by this modification (〈r 20〉 = 0.9).
TheδvRMS based on subduction models does not agree well with tomography in the upper mantle but shows a

consistent increase in heterogeneity below∼ 1500 km. We furthermore find broad agreement between the thermal
convection snapshotzmg00t andδvRMS from tomography. However, seismological models indicate stronger vari-
ations ofδvRMS with z. Also, the upper boundary layer structure is generally more pronounced than the deep one
for tomography. Reasons for these discrepancies are the continent/ocean differences and tectosphere (not included
in any of the geodynamic models), the fact thatδρRMS→ 0 at the surface and at the CMB are boundary conditions
of zmg00t, and that Zhonget al.’s (2000) Rayleigh number is smaller than Earth’s by a factor of∼ 10. We should
therefore expect that the TBL thickness is overpredicted andT̄RMS is underpredicted forzmg00t. Variations in
Λ or α (see sec. 3.5.1) and other effects such as compressibility will also affect the depth-dependence ofδv RMS

and the spectrum as predicted by geodynamics (e.g. Tackley, 1996). However, a detailed discussion of dynamic
convection models is beyond the scope of this work.

Radial correlation

Figure 3.7 shows three measures of the radial correlation of tomographic modelbdp00: the correlation matrix,∆z
at constantr(z−∆z,z + ∆z), andr(z−∆z,z + ∆z) at constant∆z (see sec. 3.4.5). All estimates in Figure 3.7 are
based on�max= 20 expansions (see Figure 3.9 for�max-dependence).bdp00 is characterized by a local minimum
in ∆z at∼ 600 km; correlation is then relatively high in the mid-mantle and decreases toward the CMB. Forkh00p
(Figure 3.8), local minima in radial correlation are found at∼ 400 km,∼ 800 km,∼ 1700 km, and∼ 2300 km.

Our results are similar (but not identical) to those of van der Hilst and K´arason (1999) who pointed out the
decrease in correlation at∼ 1700 km. Since estimates of radial correlation are parameterization-dependent, we
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Figure 3.8: Radial correlation function forkh00p. See Figure 3.7 for description.

have repeated our calculation forkh00p using the original blocks or a radial Chebyshev re-parameterization.
Figure 3.9 shows the radial correlation function estimater at ∆z = 200 km for different parameterizations of
kh00p. We observe that radial features of our�max = 20 spherical harmonics based estimate as in Figure 3.8
are very similar to what we would obtain if we use original grid data (absolute numbers forr differ, however).
The comparison of�max = 8 and�max = 31 estimates shows that small scale structure inr is found across all
wavelengths. The Chebyshev radial parameterization introduces some smoothing but is otherwise able to recover
the major features of the original model.

The radial correlation ofS-models increases with increasing depth (e.g. sb4l18 in Figure 3.10, with local
minima in∆z at∼ 300 km and∼ 600 km). This effect is explained by the general tendency ofS-models to become
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Figure 3.10: Radial correlation function forsb4l18. See Figure 3.7 for description.

redder with increasing depth (sec. 3.5.1): since long-wavelength features are better correlated, we then expect a
more homogeneous radial correlation in the lower mantle. Indeed, if we damp out high frequency structure in the
P-models for the lower mantle (typically concentrated atz ∼ 2000 km), the resulting plots of the radial correlation
function resemble those ofS-wave models.

We show in Figures 3.11a and 3.12a the radial correlationr at ∆z = 200 km of a selection of models as
it results from our initial calculations with a discrete radial sampling. Then, we repeat the calculations after
re-parameterizing the models over a radial Chebyshev polynomial basis, and show the results in Figures 3.11b
and 3.12b. Consistent features of theP-models in Figure 3.11b are a broad global minimum in correlation for
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Figure 3.12: Radial correlationr(z−∆z,z+∆z) at ∆z = 200 km forS-wavetomography with layers (a) and on radial Cheby-
shev parameterization (b). The continuous Chebyshev parameterization is clearly not suited to represent discontinuities in
s362d1.

400 km� z � 700 km (possibly with a local maximum at∼ 660 km), an increase inr toward 1500 km, and a
decrease to a second minimum at 1700 km� z � 2400 km. The latter feature is less pronounced inpb10l18. As
anticipated above,S-models (Figure 3.12) are generally characterized by an increase inr with increasingz. Other
notable features are local maxima at∼ 660 km, artificial oscillations of ther versusz curve obtained froms20rts
(explained in sec. 3.4.5), and the anomalously large (parameterization related, sec. 3.3.2) excursions ofs362d1 at
660-km.

Radial correlation estimates vary strongly with model parameterization (e.g. Ritzwoller and Lavely, 1995)
and power spectra appear to be a more robust estimate of structural change than radial correlation functions.
However, we find some indication for low radial correlation inP andS-models at∼ 750 km, and inP-models
at∼ 2000 km, previously associated with reorganization of flow and possible deep mantle structure, respectively
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(van der Hilst and K´arason, 1999). The work of Puster and Jordan (1997) and thestb00d (whole mantle flow)
derived correlation profiles show that local minima in correlation are not necessarily indicative of a layered style
of convection. Changes in slab morphology (e.g. van der Hilstet al., 1997; van der Hilst and K´arason, 1999) and
the general flow pattern due to the phase transition with a viscosity increase at 660-km (e.g. Mitrovica and Forte,
1997) are therefore likely explanations for the first minimum in correlation. Especially transient slab flattening
and possible segmentation can be expected to yield structural changes below 660-km as indicated by some of the
power spectra that were discussed in sec. 3.5.1.

The findings thatz ∼ 2000 km is a global minimum ofδv RMS, that the radial correlation ofS-models shows no
clear decrease at these depths, and the apparent absence of large scatterers in the lower mantle (Castle and van der
Hilst, 2000), make the existence of a strong global structural change at∼ 2000 km seem unlikely at this point.
However, the local minima in absolute� = 2 power that we found at∼ 1700 km (sec. 3.5.1) are consistent with a
fade-out of the slab signal at these depths (e.g. van der Hilst and K´arason, 1999; K´arason and van der Hilst, 2000)
and local compositional heterogeneity (e.g. Saltzeret al., 2001) cannot be ruled out.

3.5.2 Cross-model comparisons

We now quantify similarities and discrepancies between models, focusing on a representative subset. The ex-
panded online version of Becker and Boschi (2002) includes correlation plots for all possible pairs of models
from sec. 3.3 with the exception ofzmg00t which represents the current state of Earth’s mantle only in a statistical
sense.

P-wave models

Figure 3.13 showsr� betweenbdp00 andkh00p, an example of the good correlation that generally characterizes
P-models. The pattern andδvRMS of bdp00 andkh00p are mostly consistent throughout the lower mantle and
up to � = 20; significant deviations are found in the uppermost mantle (whereδv RMS of kh00p is weaker) and
at the CMB (where the inclusion of core phases has enhanced theδv RMS of kh00p (Kárason and van der Hilst,
2001)). Other local minima inr tot

8 andrtot
20 are at∼ 300 km, 700 km, and∼ 1900 km. All three depths show

a long wavelength breakdown in correlation (r tot
8 → rtot

20), especially at� = 4. The average correlation between
bdp00 andkh00p is high (〈r8〉 = 0.71), to be compared with〈r8〉 = 0.85 for bdp00–bdp98, and〈r8〉 = 0.69 for
kh00p–hwe97p (but see sec. 3.4.1).
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Figure 3.14: Cross-model correlation fors20rts (solid δvRMS-line) and sb4l18 (dashedδvRMS-line), see Figure 3.13 for
description.

S-wave models

Figure 3.14 showsr� for s20rts andsb4l18. Especially at low harmonic degrees, the two models are very consis-
tent, more so than theP-models in Figure 3.13. However, at� � 12 correlation degrades such that〈r 20〉 is slightly
lower than forbdp00–kh00p. These intermediate wavelength discrepancies that we find for mostS-models are
likely due to the greater variety in input data, whileP-models are inverted from similar data sets (sec. 3.3).r tot

8 and
rtot
20 for Figure 3.14 have a global maximum near the surface, decrease toward∼ 1500 km, and, as the low-degree

portion of the spectrum becomes more important, grow monotonically thereafter whiler tot
20 → rtot

8 .
r� behaves as in Figure 3.14 for most combinations ofS-models (sec. 3.5.3). Exceptions ares20a ands362d1:

these models correlate well with otherS-models in the upper mantle. Because of their inherent radial discontinuity,
however, they are different from other models for 700 km� z � 1500 km. Yet, betweens362d1 andsmean, r 2

andr3 at z = 800 km are still> 0.68 and〈r8〉 = 0.7. As noted by Guet al. (2001), the data-fit of their 660-km
discontinuity model was not significantly better than that of their continuous parameterization inversion. This
means that discontinuous descriptions of mantle structure are consistent with, but not required by, the data.

δvS versus δvP

Figure 3.15 is representative of comparisons between models ofv S andvP. We find that those are generally not as
well correlated with each other as models of the same kind. This result can partly be explained by the systematic
differences in data distribution and sensitivity, especially in the upper mantle (sec. 3.3.2).r tot

20 in Figure 3.15
shows local minima at∼ 700 km and at∼ 1800 km, but only the former is accompanied by a broadr tot

8 → rtot
20

cross-wavelength breakdown (not as pronounced for comparisons withkh00p).
Figure 3.16 showsrtot

20 for a combination ofS-models andbdp00 andkh00p; Figure 3.17 allows a comparison
of our mean models, long-wavelength joint inversions, and the normal mode model SPRD6 (secs. 3.3.2 and 3.3.3).
We observe that correlation betweenδvS andδvP is low for all models between∼ 300 km and∼ 700 km; another
minimum is found at∼ 2000 km for some models.r tot

20 between mostP- andS-models has a local maximum at
∼ 2500 km and then decreases, again, toward the CMB, hinting at compositional heterogeneity at the bottom of
the mantle.

Comparisons of theδvS–δvP components of models derived from jointv S–vP inversions (Figure 3.17) can
lead to quite different conclusions, depending on the model (Masterset al., 2000): in the case of MK12WM13,
the δvS–δvP correlation has a pronounced minimum at∼ 1000 km and is smaller at low� than at intermediate
�. The correlations ofsmean versuspmean andδvS versusδvP components of SB10L18, on the other hand, are
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Figure 3.15: Cross-model correlation forbdp00 (solid δvRMS-line) and sb4l18 (dashedδvRMS-line), see Figure 3.13 for
description.
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20) andR is from the RMS ratio (solid lines). Symbols onR-axis indicate mean
〈R〉 for z ≥ 400 km from the RMS ratio (atz = 3000 km) or lower and higher estimates from an iterative linear regression (at
z = 0, large and small symbols, respectively).

consistent, with local minima at at∼ 400 km and∼ 2000 km (as before, only the former showsr tot
8 → rtot

20).
Absolute correlations are, however, higher for SB10L18.

We next determine

R =
d lnvS

d lnvP
=

δvS

δvP
, (3.15)

first from the RMS heterogeneity ratio of the models (solid lines in Figures 3.16 and 3.17, mean〈R〉 indicated
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modelssmean/pmean. Estimates ofrtot based on�max = 20 (rtot

20, solid) and�max = 8 (rtot
8 , dashed lines, except for SPRD6

which is alwaysrtot
6 ) andR is from the RMS ratio (solid lines) and an iterative linear regression (error bars, lower and higher

estimates are forΣδvS
= 2ΣδvP

andΣδvP
= 2ΣδvS

, respectively). Symbols onR-axis indicate mean〈R〉 for z ≥ 400 km as in
Figure 3.16.

on theR-axis at the CMB). Secondly, we calculateR from a linear regression of the expansion coefficients of the
models at each depth (�max= 20); an estimate whose reliability can be judged from the correspondingr tot

20. In the
absence of information about model uncertainties,R will vary depending on the assumed standard deviations,Σ,
of each model. We therefore show a range of best-fitR values from an iterative linear regression (e.g. Presset al.,
1993, p. 666) whereΣ of theS-model,ΣδvS

, is assumed to be twice that of theP-model (leading to lower estimates
for R) or vice versa, whereΣδvP

= 2ΣδvS
(leading to higher estimates). The corresponding〈R〉 values are indicated

with different size symbols on the upperR axis in Figures 3.16 and 3.17. For comparison, we add the expected
variation ofR based on mineral physics if heterogeneity were purely thermal in origin, one estimate (black line)
from Karato (1993), and the other (gray inverted triangles) from ab-initio calculations for MgSiO3 perovskite by
Oganovet al. (2001).

MeasuredR in Figure 3.16 typically increases forz � 400 km, and is between 1 and 4 for RMS estimates. We
note thatR � 2.5 implies a negative correlation between bulk sound and shear wave velocity (e.g. Masterset al.,
2000, eq. 4) which is usually interpreted as an indication of compositional heterogeneity. Mean〈R〉 values based
on δvRMS are, indeed, in general larger than the mineral physics estimates for temperature and pressure effects
in Figure 3.16, in agreement with findings from direct inversions forR (e.g. Robertson and Woodhouse, 1996).
However, lower-end linear regression estimates and RMS〈R〉 from sprd6 and SB10L18 (Figure 3.17) fall close
to the mineral physics values (see also Masterset al., 2000) and recent estimates by Karato and Karki (2001) are
larger than Karato’s (1993)R values by∼ 0.4. Hence, the significance of the observed mid-mantle deviations
from a homogeneous composition trend remains to be determined.

In synthesis, judging fromr andR for δvS–δvP, regions of global deviation from the predictions of mineralogy
for a chemically homogeneous mantle are likely to be limited to the tectosphere, the transition zone (where data
coverage forP is inferior), the CMB region, and –less pronounced and with all the caveats from sec. 3.5.1– the
depth range at∼ 2000 km.
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Figure 3.18: Cross-model correlation forstb00d (solid δvRMS-line) and lrr98d (dashedδvRMS-line). Compare with Fig-
ure 3.24 and see Figure 3.13 for description.

Geodynamic models

The correlation between two subduction models,stb00d andlrr98d, is shown in Figure 3.18. They are most con-
sistent in the upper mantle where slab locations are well constrained by seismicity (〈r 8〉 with rum is 0.63 and 0.61
for lrr98d andstb00d, respectively). Moreover, advection is only active instb00d once slabs sink below 380 km.
Steinberger’s (2000) and Lithgow-Bertelloni and Richards’s (1998) approach should therefore lead to similar re-
sults for shallow structure. Once lateral advection becomes more important with depth, correlation decreases with
z up to∼ 1000 km and stays low for� � 5 throughout the lower mantle. The finding that the geodynamic models
do not agree well with each other globally (〈r8〉 = 0.44) implies that differences in methodology and the effect
of lateral advection on the narrow slab features affect the global measurer significantly (see sec. 3.5.4). This
observation can also guide us as to how to judge the correlation of slab and tomography models.

r� between geodynamic and tomographic models is in fact high for long wavelengths (� � 3) (Ricardet al.,
1993; Lithgow-Bertelloni and Richards, 1998) throughout the mantle butr � is low for higher�. We find that
global〈r8〉 is small on average (〈r8〉 ∼ 0.3) and there is no clear depth-dependence ofr tot

8 besides that correlation
is usually largest below the transition zone at∼ 800 km and smallest atz ∼ 1500 km depth. The best〈r 8〉–
correlation between subduction and tomography models is〈r 8〉 = 0.33 betweenlrr98d andsmean (Figure 3.19
and sec. 3.5.3) butlrr98d andstb00d lead to similar〈r20〉–results (〈r20〉 = 0.18 and〈r20〉 = 0.21 with smean,
respectively).

3.5.3 Correlation between lrr98d and smean

Figure 3.19 shows the cross-model correlation for the best〈r 8〉–pair of subduction and tomography models,lrr98d
andsmean. However, intermediate wavelength correlation withsmean is slightly better forstb00d (〈r 20〉 = 0.21)
than forlrr98d (〈r20〉 = 0.18). The depth dependence ofr tot

8 andrtot
20 in Figure 3.19 is similar to that shown in

Figure 3.22 and shows a mid-mantle maximum.

Summary of average cross-model correlations

We summarize our findings in Figure 3.20 which shows the total depth-averaged correlations〈r 8〉 and the total
cross-model correlations at 600 km, 1400 km, and 2750 km, for a selection ofP, S, and geodynamic models. In
general, agreement between tomographic structure is poor atz ∼ 600 km (whereS-models correlate fairly well
with subduction models) and increases with larger depths. We find that our modelssmean andpmean correlate
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Figure 3.19: Cross-model correlation forlrr98d (solid δvRMS-line) and smean (dashedδvRMS-line), see Figure 3.13 for
description.

better (〈r8〉 = 0.71) with each other than any otherδvS-δvP combination in Figure 3.20a and achieve the highest
〈r8〉 with slab modelslrr98d or stb00d. For theS-models that were not used for the construction ofsmean (see
sec. 3.3.3), the discontinuity modelss20a and s362d1 are found to be more similar tosmean than saw24b16
which is δvSH only. We cannot identify particular depth ranges where anisotropy inS-wave propagation might
cause deviations. However, we note that correlation betweensmean andsaw24b16 has a local minimum in the
lower mantle where M´egnin and Romanowicz (1999) argue that their approach has led to improved resolution
over otherS-models. From Figure 3.20 we can also see that subduction models correlate better withS than with
P-models. On average,lrr98d is about as similar to tomographic models (mean〈r 8〉/〈r20〉 from Figure 3.20 is
0.24/0.13) as isstb00d (mean〈r8〉/〈r20〉 is 0.23/0.16), even thoughstb00d is a more sophisticated model in terms
of the treatment of mantle flow.

In a final step toward cross-model similarity synthesis, Figure 3.21 explores how similarP- (bdp00 andkh00p),
S- (s362d1, s20a, sb4l18, saw24b16, s20rts, andngrand), and geodynamic models (stb00d and lrr98d) are on
average. The highest correlations are generally associated with the longer wavelength component (S-models in
particular) and –for tomography– larger depths. Subduction models become progressively uncorrelated withz.

3.5.4 Comparison of tomography and geodynamic models

We have seen that the geodynamic modelsstb00d andlrr98d do not correlate well globally with tomography for
� � 5. We now argue that this does not imply that there is no slab signal in the mantle but that our understanding
of flow modeling has to be improved.

Subduction versus fast anomalies only

Slabs in the mantle will be colder than their surroundings and thus show up as fast anomalies only. Therefore,
we set to zero all slow anomalies present in tomographic models, re-expand the models –thus “clipped”–, and
recompute their correlation with the geodynamic models. This procedure leads to some increase in the correla-
tion betweenlrr98d, stb00d, rum, and tomography models, particularly in the upper and mid-mantle. However,
the depth-averaged correlation is still poor (〈r8〉 � 0.4). We thus infer that the low global correlation between
tomography and subduction models cannot be explained as an effect of the lack of independent hot upwellings in
subduction models. An alternative explanation is that our knowledge of mantle viscosity and of the velocity at
which slabs sink is still incomplete. We will now analyze this possibility with additional calculations.
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Figure 3.20: Average cross-model correlation up to�max = 8 (〈r8〉, a) as well asrtot
8 at z = 600 km (b),z = 1400 km (c), and

z = 2750 km (d).

We smooth the depth-dependence ofstb00d andlrr98d by taking, for each expansion, a sliding boxcar average
with depth extentδzbox up to 600 km (mean of[z−δzbox/2;z+δzbox/2]) and then find, again, ther tot

8 correlation
betweenstb00d (Figure 3.22a) orlrr98d (Figure 3.22b) and several clipped (δv > 0) tomography models. The
results, summarized in Figure 3.22, indicate that correlation becomes higher with increasingδz box. Our radial
smoothing filter, therefore, limits problems associated with the short radial correlation length∆z of subduction
models. We find that correlations are higher withS-models, and the behavior ofr tot

8 as a function of depth is
different depending on the model (stb00d or lrr98d, see next section). In general,r tot

8 is negative in the shallow
mantle (z � 200 km) due to the tectosphere and continent–ocean differences imaged by tomography but not
included in the subduction models.r tot

8 then increases to its maximum in the mid-mantle (z ∼ 750 km) where
slabs might be more easily detected by tomography since an increase in viscosity at 660-km could lead to a
broadening of the subduction signal in the lower mantle. Correlation then decreases toward the CMB.
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Figure 3.21: Cross-model correlations forP-
models (solid lines),S-models (dashed lines),
and geodynamic models (“g”, dotted lines).
Symbols at negative depth indicate〈r〉, and
line-connected symbols arertot. Circles and
stars denotertot

8 andrtot
20, respectively, and hor-

izontal lines show the 99% significance levels
(sec. 3.4.3).
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Figure 3.22: rtot
8 of stb00d (a) andlrr98d (b) with P andS-models for radial boxcar averaging. Line thickness indicatesδzbox;

the vertical gray line denotes the 99% confidence level.

Effect of slablet sinking speed

We simulate the effect that a wrong estimate of the sinking velocity of slablets would have on subduction models:
neglecting lateral motion, upper/lower mantle differences, and upwellings, this can be done by “stretching” the
models by a factorf , i.e. mapping the depth interval[z a,zb] onto [ f za, f zb] (Figure 3.23). Forstb00d, 〈r8〉 with
clipped tomography can be improved by up to 43% (Figure 3.23a) with the bestf opt ∼ 1.75, corresponding to
a higher sinking speed. Figure 3.24 shows the cross-model correlation forlrr98d and thatf opt = 1.75–stretched
version ofstb00d. Note thatr� is consistently higher for even than for odd�, especially below 700 km. From
Figure 3.24 we see thatlrr98d and the modifiedstb00d are more similar (〈r 8〉 = 0.66) in this case, too. The
even degrees –related to the circum-Pacific subduction– are prominent in the power spectra ofstb00d andlrr98d
(Figures 3.3 and 3.4) and appear to be best constrained at depth. However, individual〈r 8〉–correlations of the
stretchedstb00d with tomography (〈r8〉 ≤ 0.42) are still not much better than forlrr98d, for which we findf opt∼
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Figure 3.23: New cross-model〈r8〉 over original〈r8〉 if stb00d (a) or lrr98d (b) are stretched byf .
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Figure 3.24: Cross-model correlation forlrr98d (solid δvRMS-line) and fopt = 1.75 stretchedstb00d (dashedδvRMS-line).
Compare Figure 3.18 and see Figure 3.13 for description.

0.75 with a smaller relative increase of〈r8〉 of � 20% (〈r8〉 ≤0.38), most pronounced forP-models (Figure 3.23b).
This implies that Lithgow-Bertelloni and Richards’s (1998) optimization with respect to the sinking velocity was
basically successful; Steinberger’s (2000) more realistic subduction calculation with fewer free parameters and
lateral advection did not produce a better model when global correlation with tomography is used as a measure.

In synthesis, we find that geodynamic models show some resemblance to tomographic models on a global
scale. The correspondence is best at∼ 800 km depth, but not as good as between tomographic models. The
reason for this could be that the subduction process is not yet modeled correctly; the lateral and depth offsets that
might result from slab interaction with 660-km (e.g. Zhong and Gurnis, 1995; Christensen, 1996) could explain
some of the weak correlation at intermediate�. Especially transient slab flattening or segmentation (already
invoked to account for changes in spectral characteristics) will degrade the global correlation as the comparison
between the two, fairly similar, subduction models shows. Inaccuracies in the advection process are, of course,
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Figure 3.25: Comparison of tomographic models (positiveδv only, “+”), old cratons from 3SMAC (Nataf and Ricard, 1996),
and geodynamic models with�max = 20 at z = 550 km (average from 500 km to 600 km depth,δzbox = 100 km. Plate
boundaries are from NUVEL-1 (DeMetset al., 1990).

not the only possible explanation for the poor global agreement between subduction models and tomography. One
question that needs to be considered is the precision to which we can infer past plate motions and how subsequent
modifications in the reconstructions will map themselves into the large scale density field.

Mid-mantle slabs

Figures 3.25 and 3.26, including clipped tomographic and geodynamic maps above (550 km) and below 660 km
(850 km), substantiate our finding that subduction models are most similar to tomographic ones atz ∼ 800 km.
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At 850 km depth (Figure 3.26), all models are remarkably consistent under the Americas, Indonesia, eastern
Philippines, and Tonga, with a robust slab signal below 660 km. With the exception of the mantle below Africa,
s362d1 is the only model to include strong fast anomalies that are clearly not subduction-related. Some of the
seismically active trenches (e.g. Japan, Kurile, Solomon, and Peru-Chile) are present atz = 550 km in all mod-
els (Figure 3.25). However, onlyngrand includes a distinct image of the Tonga and Indonesia slabs; strong fast
anomalies underneath North America appear only in theP-models. Also, older slab material might have accumu-
lated in the Mediterranean (e.g. Wortel and Spakman, 2000): we can find such a signal most clearly inkh00p.

Figure 3.25 also shows that, at 550 km depth, all theP-models include other, probably not slab-related, fast
anomalies beneath the cratonic regions of Canada, Africa, Eurasia and Australia. Since the tectosphere is believed
to terminate atz < 550 km andS-models (well constrained in the upper mantle, see sec. 3.3.2) are not anomalously
fast in the same regions, we suggest that theseδvP > 0 features are partly due to an artifact (“smearing”) of the
non-uniform coverage achieved byP body-wave data. Figures 3.27 – 3.29 show the correlation, at 550 km and
850 km, between clipped tomography models and, alternatively,rum (Figure 3.27),stb00d (Figure 3.28), and
lrr98d (Figure 3.29). The correlation values that we find are statistically significant at the 99% level for most
models at 850 km, and at least forS-models at 550 km depth. Again, we attribute the low correlation obtained
from P-models in the upper mantle to the non-uniform ray coverage inherent to seismic observations ofP-velocity
(secs. 3.5.3 and 3.5.4). This is an important consideration ifP-models are to be interpreted geodynamically as in
the following chapters. In most cases, the highest values of tomography versus geodynamic correlation are found
at∼ 850 km (sec. 3.5.4), confirming that most fast seismic anomalies found in the mid-mantle are slab-related.

Slow velocity anomalies

Identifying convective features in tomographic models is more difficult for slow than for fast wave speed anoma-
lies. While slabs are of great importance for mantle convection (e.g. Davies and Richards, 1992) we also expect to
see some trace of the upwellings, be it in the form of large scale swells or narrow plumes. It is not clear, however,
if global tomography is able to image the latter features at this stage (e.g. Ritsemaet al., 1999).

To complement our correlation study for fast anomalies, we have expanded the hotspot lists of Steinberger
(2000a) and 3SMAC (Nataf and Ricard, 1996) as negativeδ-functions (damped with a cos2-taper for� > 0.75�max)
and compared them to slowδv only tomography (r should be positive if hotspots are inδv < 0 regions). Figure 3.30
shows that we find only a weak correlation between surface observations of hotspots and slow anomalies that
might be connected to rising plumes, consistent with earlier results (e.g. Ray and Anderson, 1994). The correlation
is best near the surface, at∼ 1500 km, and at the CMB, the depths at which Figures 3.31 through 3.33 show the
spatial expansions of the fields. As noted by Ray and Anderson (1994), there is no clear correlation between
surface hotspot locations and tomographically mapped anomalies (the correlation is statistically significant only
near the surface and atz∼ 1500 km). However, this does not imply that hotspots are not plume-related since plume
conduits are likely to be deflected during their ascent (e.g. Steinberger, 2000a) and larger scale downwellings
might affect the plume source locations in the deep mantle (e.g. Richardset al., 1988; Steinberger and O’Connell,
1998).

Certain slow anomalies that are not ridge-related appear systematically in all tomographic models atz =
300 km (see Figure 3.31): around the Afar region and Iceland (possibly related to plumes), in the south-western
Pacific (possibly related to the superswell), and in the central Pacific region. The latter anomaly is of complex
structure, widespread, and lies in a region where seismic observations are affected by strong radial anisotropy
(Ekström and Dziewonski, 1998; Boschi and Ekstr¨om, 2002). Atz = 1500 km (Figure 3.32), all models are
dominated by two large anomalies centered on south-west Africa and the central Pacific (thus characterized by a
strong� = 2 component); of these, at least the African one stretches down to the CMB in more than one model
(e.g. Dziewonski, 1984). At 2500 km depth (Figure 3.33), we find that the African anomaly is accompanied by
one underneath the Antarctic plate at 60◦/60◦S. The Pacific part of the� = 2 pattern can also be separated into
three sub-anomalies, the western-most lying underneath the Nazca plate (see also Figure 3.1).

3.6 Conclusions

The spectra of seismic models of the Earth’s mantle are predominantly of long spatial wavelength (e.g. Su and
Dziewonski, 1992). We have found that the long-wavelength components of most tomographic models published
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Figure 3.26: Comparison of positiveδv only tomography and geodynamic models,z = 850 km (average from 800 km to
900 km). 3SMAC cratons were replaced withsb4l18+.

within the last decade are systematically well correlated with each other, indicating a substantial agreement be-
tween different techniques. As a general rule, correlation is highest in the lowermost mantle, where the coverage of
teleseismic travel-time data is most uniform (e.g. van der Hilstet al., 1997). Although most models are described
with a fine lateral parameterization (at least up to spherical harmonic degree� = 20, or equivalent), correlation is
always lower for shorter spatial wavelengths, especially forS-models. This suggests that, so far, attempts to image
the smaller (∼ 1000 km) scale structure of the mantle have not been equally successful. The correlation between
models of the same type is significantly higher than whenP andS-models are compared with each other. This
discrepancy can partly be explained in terms of different sensitivities of theP andS-data sets to lateral structure
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Figure 3.30: rtot
8 correlation between negativeδv only tomography (appended “−”) and hotspot function based on Steinberger

(2000a) (a) and 3SMAC (b). Gray lines indicate 99% confidence levels. Compare with Figures 3.31 – 3.33.

at different depths. Correlation betweenδvS andδvP anomalies is lowest in the upper mantle and at the CMB
where a common thermal origin might not be sufficient to explain the imaged heterogeneities but compositional
anomalies could be invoked.

We found evidence for a change of the spectral character of heterogeneity below 660 km and local minima
in the radial correlation function at∼ 700 km forS andP-models but failed to detect strong layering or global
discontinuities at other depths in the mantle. However, as the 660-km discontinuity models362d1 and cross-
model discrepancies at∼ 2000 km show, interesting depth ranges in the mantle coincide with those depths where
tomographic model consistency is still limited. Tomography does not correlate well globally with models based
upon geodynamic reconstructions of mantle flow for� � 5; seismic observations and subduction history models do
not yet produce identical images. We have, however, found that fast anomalies are imaged consistently in the mid-
mantle where we would expect slabs in the absence of a long-term barrier to flow at 660 km. This substantiates
previous studies (van der Hilstet al., 1997; Čı́žková et al., 1998; Bungeet al., 1998), and slab penetration is
found to be a common phenomenon. As discussed, it can be expected that future flow models will do a better job
in predicting slab locations, and current discrepancies should lead to a better understanding of the nature of the
subduction process.

Our results are consistent with an emerging whole mantle convection paradigm in which the phase transition
–with a probable viscosity increase– at 660 km can lead to transient slab flattening and flow reorganization but, in
the long term, subduction maintains a high mass flux between the upper and lower mantle.

76



kh00p−

-0.8

-0.4

0.0
δvp [%] ngrand−

-1.6

-1.2

-0.8

-0.4

0.0
δvs [%]

pmean−

-0.8

-0.4

0.0
δvs [%] smean−

-2.0

-1.6

-1.2

-0.8

-0.4

0.0
δvs [%]

Steinberger [2000a] hotspots

-3

-2

-1

0
A.U. 3SMAC hotspots

-3

-2

-1

0
A.U.

Figure 3.31: Comparison of negativeδv only tomography and hotspot distributions (arbitrary units).�max = 20, and depth of
tomography isz = 300 km. Hotspot fields are based onδ-function expansions of hotspot locations from Steinberger (2000a)
and 3SMAC (Nataf and Ricard, 1996).

77



kh00p−

-0.4

0.0
δvp [%] ngrand−

-0.8

-0.4

0.0
δvs [%]

pmean−

-0.4

0.0
δvs [%] smean−

-0.8

-0.4

0.0
δvs [%]

Figure 3.32: Negativeδv only tomography atz = 1500 km.

kh00p−

-0.4

0.0
δvp [%] ngrand−

-1.6

-1.2

-0.8

-0.4

0.0
δvs [%]

pmean−

-0.4

0.0
δvs [%] smean−

-1.6

-1.2

-0.8

-0.4

0.0
δvs [%]

Figure 3.33: Negativeδv only tomography atz = 2500 km.

78



Chapter 4

Predicting plate velocities with mantle
circulation models

After studying the differences and similarities of various mantle models, we will now proceed to discuss plate
driving forces. This will ensure that the global circulation models we construct are dynamically self-consistent.

4.1 Abstract

We predict plate motions from a comprehensive inversion of theoretical estimates of tectonic forces in order to
evaluate the relative importance of these and the uncertainties of such models. Plate-driving forces from the mantle
are calculated using global flow-models that are driven by tomography and subduction-derived density fields.
Observed and predicted plate velocities agree well for a variety of models, leading to varied conclusions about the
relative importance of forces. The importance of the subduction related density pattern in the mantle for driving
plates is confirmed; it appears thatP-wave models do not satisfactorily image all of the slab-associated anomalies
in the upper mantle. Furthermore, lower mantle structure always improves the plate-motion fit with respect to
models that are based on upper mantle anomalies and lithospheric thickening only. We show that the average
torques from the lower mantle scale with the radial flow through the 660-km phase transition; the amplitude of
the lower mantle torques will be significant for a range of models if there is mass flux through 660-km. We also
evaluate parameterized edge forces and find that the additional inclusion of such torques does not significantly
improve the model fit. The main reason for the non-uniqueness of the inversions is plate boundary geometry since
all plate motions are dominated by the trench–ridge system, and plates move from ridges to trenches.

4.2 Introduction

It is now commonly accepted that plate motions are the surface expression of mantle convection. How the dynamic
system plate tectonics should be broken down into parts to identify, isolate, and analyze the driving forces has,
however, been debated for the last 30 years. As a recent AGU session shows (Bokelmann and Humphreys,
2000), there is continuing controversy with regard to the most basic issues and a division between seemingly
distinct approaches persists. These modeling approaches can be roughly classified into two types: the force
balance type (where the goal is to achieve a force equilibrium for each plate given the observed plate motions)
or the velocity model type (where driving forces and resulting tractions are calculated first and model quality
is subsequently judged from the plate motion predictions). Both approaches can be understood as alternative
solutions to a boundary value problem but it is not knowna priori if they give the same answer. However, one
expects that they would approach one another as the errors in each became small (which would be the case for
a completely linear model). In our study, we attempt to combine both approaches to understand why different
combinations of plate driving forces are successful in predicting plate velocities.

Material in this chapter has been previously published in modified form inGeochemistry, Geophysics, Geosystems (Becker and O’Connell,
2001b).
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Given its long-standing history, it is not feasible to give an exhaustive review of the problem here; the follow-
ing account of previous work is necessarily incomplete. With regard to the quantifying of individual plate-driving
forces, the role of sinking slabs and sub-lithospheric convection was mentioned by Isackset al. (1968). McKenzie
(1967, 1968) estimated the cooling of the oceanic lithosphere and the temperature structure of subducted slabs
which provided the basis for subsequent calculation of driving forces. The role of horizontal structural variations
and a low viscosity asthenosphere in driving plate motions was discussed by Hales (1969) and Lliboutry (1969);
both considered plates sliding on topographic swells and neither explicitly considered the cooling lithosphere.
However, cooling lithosphere, sinking slabs and sub-lithospheric convection were all implicitly included in the
boundary layer model of Turcotte and Oxburgh (1967). Elsasser (1969) pointed out the importance of the litho-
sphere as a stress guide that integrates tractions acting over its surface. Richter (1973) then analyzed models of
upper mantle convection beneath a plate, and emphasized the importance of subducted slabs for driving plate
motions. The effect of the cooling lithosphere in providing a plate-driving force was clarified by Lister (1975).

The first to consider plate motions on a global scale were Solomon and Sleep (1974) who discussed the no net
torque concept for the force equilibrium on the plates, Harper (1975) who calculated the forces from lithospheric
cooling and sinking slabs for specific plates and used them to calculate plate velocities, and Forsyth and Uyeda
(1975) who considered parameterized forces acting on all the plates and sought a force balance to constrain
their estimates (Figure 4.1). The parameterized force model was broadened by Chapple and Tullis (1977) who
included an explicit calculation of the sinking force from subducted slabs, thus constraining the magnitudes of
the parameterized forces. Solomonet al. (1975) and Richardsonet al. (1979) introduced the use of the intraplate
stress field to test force models and found that ridge push was as important as other forces such as slab pull.

The three dimensional flow in the mantle associated with plate motions was calculated by Hager and O’Connell
(1979) and included in a force balance model by Hager and O’Connell (1981). This model explicitly included
forces from lithospheric cooling, density in subducted slabs, and flow in the mantle excited by sinking slabs and
by the motions of plates, including the return flow from subduction zones to ridges. Forces on plate boundaries
were parameterized (after Forsyth and Uyeda, 1975) and chosen to minimize the net force on each plate. The
complementary approach –a velocity model– was presented by Ricard and Vigny (1989) who calculated forces
from density heterogeneities associated with subducted slabs, and seismic tomography in the upper and lower
mantle. They did not consider any forces on plate boundaries. The use of seismic tomography to estimate mantle
density heterogeneity was introduced by Hageret al. (1985) in a study of the origin of the geoid, and Forte and
Peltier (1987) used plate velocities to constrain the mantle viscosity. Among the more recent studies are those of
Depariset al. (1995) and Lithgow-Bertelloni and Richards (1995, 1998), who estimated density variations in the
lower mantle from a model based on the locations of past subduction, and also considered the balance of forces
acting on different plate configurations during the Cenozoic.

4.2.1 Objective of this study

Plausible models for forces causing plate motions can be found. The earlier models (Harper, 1975; Forsyth and
Uyeda, 1975; Hager and O’Connell, 1981) all indicated that subducted slabs were important, but that other forces
were comparable to the net force transmitted to the plate by the sinking slab. Later, Lithgow-Bertelloni and
Richards (1998) found that for their best-fit model, lower mantle density variations resulting from past subduction
were most important. Evaluating these studies is difficult because each uses different combinations of forces. We
will therefore systematically investigate the role of all the forces that have been proposed in order to explore the
range of uncertainty in the models. A velocity model will be used to test if candidates produce realistic plate
motions in a simplified spherical flow-model, using rigid plates with the current geometry and radial viscosity
profiles from the literature. As driving torques, we consider several models of lithospheric and mantle density
structures, either based on seismic tomography or past subduction, and edge forces.

We find that models that account for mantle-based forces always achieve a better fit than models driven by
lithospheric thickening and slab pull only. This result is insensitive to the details of the viscosity structure with
depth, and the lower mantle will have a significant effect as long as there is mass flux through the 660-km dis-
continuity. We confirm earlier studies that indicate the importance of deep mantle density anomalies resulting
from subduction (Depariset al., 1995; Lithgow-Bertelloni and Richards, 1998) and find that plate motions based
on slab models are not significantly different from models that use seismic tomography to infer lower mantle
densities. However, we demonstrate that estimates of the relative importance of different forces change with input
model choice. This ambiguity is not resolved if parameterized plate boundary forces are introduced. While the
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Figure 4.1: Forces acting on plates, modified after Forsyth and Uyeda (1975).

model fit can be improved when such forces are considered, the gain is small. We show that this is due to plate
geometry, leading to strong (anti-)correlations between several driving and resisting forces. These trade-offs were
noted before for the slab pull/subduction resistance pair (Forsyth and Uyeda, 1975); we demonstrate that all forces
except the back-arc suction and the transform fault normal forces can be classified as either driving or resisting in
a roughly uniform fashion.

4.3 Method

Our basic method of solving for plate velocities has been used for a thermal convection model with plates (Gable
et al., 1991), is similar to that of Ricard and Vigny (1989), and described in some detail by Lithgow-Bertelloni
and Richards (1998). The discussion will therefore be brief.

4.3.1 Observed plate motions

We treat plate tectonics as a system of rigid plates and use the boundaries and Euler poles from NUVEL-1 (DeMets
et al., 1990) to define the individual plates (Figures A.1 – A.3). Since the no net torque condition for the force
equilibrium of the plate motions can be fulfilled with any arbitrary rigid body rotation, we set this rotation to
zero and use the no net rotation (NNR) reference frame for velocities. It has been shown that a net rotation
of the lithosphere with respect to the mantle can only be excited in the presence of lateral viscosity variations
(O’Connellet al., 1991). As such variations are missing from our model, the NNR frame is the natural choice.
Out of the original 14 plates of NUVEL-1, we ignore the Juan de Fuca plate since it is too small to yield a reliable
velocity prediction. We treat the Australian(AUS)-Indian(IND) system as two plates, divided along an inferred
plate boundary in the Indian ocean. We find that the inversion is not sensitive to this distinction since AUS and
IND move in nearly the same direction.

4.3.2 Global flow-models

We model mantle convection as the instantaneous flow that solves the Navier–Stokes and continuity equations
for the incompressible, infinite Prandtl number case given a known density anomaly distribution. If the viscos-
ity varies only radially, the equations can be solved by the propagator matrix method (Hager and O’Connell,
1979, 1981), see sec. 2.3.1. Such an approach involves expanding fields into spherical harmonics, leading to well
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known problems: since velocities are discontinuous at the plate boundaries, theoretical stresses there are singular;
the amplitude of the resolved stress depends on the maximum degree� max of the expansion (Hager and O’Connell,
1981). Following Hager and O’Connell we circumvent this problem by evaluating all stresses below the viscous
lithosphere at depthz =100 km. It has been shown that the integrated torques using this approach are insensi-
tive to �max (Hager and O’Connell, 1981; Lithgow-Bertelloni and Richards, 1998). Our theoretical resolution is
then limited mainly by the seismic tomography models, since we know plate boundaries and upper mantle slab
locations to higher precision, and we will use�max = 31 for computational efficiency.

4.3.3 Torque balance and plate velocity solution

We interpret fast and slow regions of seismic anomalies as being purely thermal in origin (e.g. Hageret al., 1985)
except for the continental tectosphere. Thermal density anomalies then drive flow in the mantle and exert torques
on the overlying lithosphere. The solution for plate velocities depends on the linearity of the momentum equation
(cf. Gableet al., 1991). Firstly, flow driven by density anomalies is calculated with a fixed surface (i.e. no plate
motion), and the tractions on the base of each plate are evaluated. Secondly, the motions of plates will also
cause flow that exerts viscous drag on their base; the corresponding tractions are evaluated for the motion of each
individual plate. Thirdly, the plate velocities that are driven by internal flow are found from the superposition of
these solutions that results in zero net torque on each plate. We write this condition as

Tvd = P ·ω=
M

∑
i

Ti, (4.1)

where we have expressed the torque due to viscous dragT vd as the product of the interaction matrixP (3N ×3N
components) with the plate rotation vectorω (3N components), whereN is the number of plates (13 in our case).
P is calculated by prescribing unity velocities for each plate and calculating the resulting drag torques on all other
plates (Gable, 1989).Ti are the driving torques fromM various sources, such as lower and upper mantle flow,
lithospheric contributions, and edge forces. Equation (4.1) is then solved for the plate rotationsω assuming that
theTi are known. We use singular value decomposition (e.g. Presset al., 1993) and neglect small singular values
to avoid the singularity ofP (a rigid body rotation can be added toωwithout affectingP ·ω). We therefore enforce
the no net rotation reference frame for plate motionsω.

To determine torques that are based on tractions,σ, beneath plates we evaluate surface integrals of the type

Ti =
∫

plate
dA r×σ (4.2)

numerically at 0.5 degree spacing. Here,r is the location vector, anddA indicates the plate area. Karpychev and
Fleitout (1996) have argued that the detailed location of density anomalies is important when plate velocities are
to be predicted because strong lateral variations of viscosity can be expected at plate margins. While we cannot
treat such lateral variations with our model, we have explored a simplified scenario: the outcome if we do not
consider tractions that are closer than∼ 200 km to a plate boundary. The torques that we calculate with this
constraint are similar to those that use all tractions, implying that at least our large scale integrated torques are
insensitive to the details of the density structure near plate boundaries.

Recently, Steinbergeret al. (2001) developed a thin shell formulation for the elastic and viscous deformation
of the lithosphere due to basal tractions, an extension of work by Baiet al. (1992). We found that the torques
calculated when such deformation is included are larger in amplitude than our rigid plate torques by∼ 15% but
similar in direction. Since the role of the deforming lithosphere can ultimately only be resolved if we allow for
faulted margins and a more realistic rheology we will neglect the deformation of the lithosphere and rheological
complexity in our current calculations.

4.3.4 Inversion for scaling parameters

The amplitude of torques that result from tomography-based flow calculations is proportional to the factor

RP,S
ρ =

d lnρ
d lnvP,S

(4.3)

82



that relates density anomalies,d lnρ, to P andS-wave anomalies,d lnv P,S, and all plate motion derived viscous
drag torques scale with the absolute value of the viscosity,η 0. We allow these scaling factors to vary in order
to minimize the difference between the calculated,ωmod, and observed,ωobs, plate rotation vectors. We use
the downhill simplex method of Nelder and Mead (1965) for optimization (e.g. Presset al., 1993, p. 408), and
minimize the misfit by varying the scalar weight ofP (factorw 1) and the driving torquesT i (factorsw2 . . .wM+1).
The quality of fit is measured by the linear correlation coefficient,r, of the Cartesian components of the rotation
vectors and the variance reduction, VR:

VR = 1− ξ2/|ωobs|2 with ξ2 =
3N

∑
i

(
ωobs

i −ωmod
i

)2
. (4.4)

We will present results in terms of the unweighted quantitiesr and VR and the plate-area weighted valuesr w and
VRw. rw is equivalent to the point by point correlation for surface velocities and, as noted by Lithgow-Bertelloni
and Richards (1995), dominated by the large, fast plates like PAC.

The objective of the simplex method is to minimize VRw (and therefore to maximizerw). The final weights
are then normalized such that∑i w2

i = 1 and, using a penalty formulation, we usually enforce that all weights
wi ≥ 0. (This prohibits driving forces from changing sign and becoming resisting forces.) We tested our simplex
procedure by comparison with a grid search forM ≤ 3 and were able to find the global minimum to within
|∆rw| � 0.003. However, as we will show in sec. 4.4.4, many of the driving torques are highly correlated. This
results in trade-offs that are responsible for the existence of numerous local minima inw i-space that correspond
to solutions of the inverse problem with only slightly poorer fits to plate motions than the global minimum.

4.4 Input models

We now analyze the input models that are used to derive estimates of the various types of plate-driving forces.
Firstly, we discuss the mantle density fields as inferred from tomography and geodynamic models and, secondly,
we study their degree of similarity. Thirdly, we explore different models of lithospheric thickening and ridge push.
Lastly, we describe how we derive edge forces based on NUVEL-1 plate boundaries.

4.4.1 Seismic tomography

We assume that the anomalies that are imaged by seismic tomography are thermal in origin throughout all but
the shallowest mantle (e.g. Hageret al., 1985; Mitrovica and Forte, 1997). This is a simplification since velocity
heterogeneities may well be due to compositional variations (e.g. Ishii and Tromp, 2001), although there is no
consensus on this issue at present (e.g. Masterset al., 2000; Tackley, 2000, and chapter 3). We also neglect depth-
dependence ofRρ (e.g. Karato, 1993) for simplicity but use typical starting values ofR P

ρ = 0.4 andRS
ρ = 0.2. Rρ

can then be adjusted via the optimized weightswi (sec. 4.3.4). We furthermore remove all structure shallower
than 220 km depth from the tomographic models to account for the effect of the tectosphere where compositional
differences are likely to cancel out the fast anomalies beneath cratons (e.g. Jordan, 1978; Forteet al., 1995). For
P-wave tomography, craton related structures are probably imaged at depths larger than 220 km (e.g. sec. 3.5.4);
our cutoff value might therefore be too low for these models. In any case, we will see that best-fit inversions tend
to include only lower mantle forP-wave models. Removing shallow structure also avoids counting lithospheric
thickening twice since it is explicitly included as a separate torque. Several tomographic models were selected as
representative of the current state of the art; they have been described in sec. 3.3.

4.4.2 Subduction models

Geodynamic subduction models are an alternative to tomography models, and if the assumptions that go into
these models are correct, they should directly predict the location of density anomalies caused by sinking slabs,
though not those due to independent upwellings. We consider two whole, and one upper mantle subduction
model. Whole mantle model one (lrr98d) is by Lithgow-Bertelloni and Richards (1998), model two (stb00d) by
Steinberger (2000b), and for the upper mantle part of the slab pull forces, we consider a third model that attributes
a density anomaly of∆ρ = 75 kg/m3 to each location where we observe seismicity in subducted lithosphere (rum).
Wadati-Benioff zones were converted to a spherical harmonics model by integrating along the RUM slab contours
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Table 4.1: Average densities of the
lithospheric model for layers ic: ice,
wa: water, co

cr : continental crust,co
ma:

sub-continental mantle,oc
ma: sub-oceanic

mantle, oc
li : oceanic lithosphere, andoc

cr :
oceanic crust.

type value[kg/m3]

ρic 920
ρwa 1020
ρco

cr 2861
ρco

ma 3380
ρoc

ma 3350
ρoc

li 3412
ρoc

cr 2868

(Gudmundsson and Sambridge, 1998). We will furthermore contrast this seismically active upper mantle slab
model with the upper mantle part oflrr98d to study the possible effect of older, aseismic slab material. All input
models were discussed at length in chapter 3.

The slab pull that follows from flow calculations based on models likerum is a force that acts on both the
subducting and the overriding plate because of the viscous drag of sinking slabs that is transferred to the base of
the lithosphere. This is different from the common notion of a stress guide coupling the negative buoyancy of
the subducting lithosphere to the oceanic plate only (cf. King et al., 1992, for a comparison of different ways of
treating slab forces). We find that our model predictions are actually better if we apply a two-sided drag force
instead of a one-sided slab pull (see sec. 4.5.2). This might be because slabs are comparable in strength to the
surrounding mantle (sec. 2.3) and it is the mantle flow that couples slab forces to the overlying plates.

4.4.3 Lithospheric contributions

Lateral variations in the density structure of the lithosphere can lead to deviatoric stresses and drive plate motions
(e.g. Artyushkov, 1973; Lister, 1975; Hager, 1978; Fleitout and Froidevaux, 1982). These stresses can be derived
from the gradient of the vertically averaged normal stress,σ̄rr, or equivalently from the potential energy per unit
area,U . Variations inU for the oceanic plates are mainly due to sea-floor spreading and the age progression of the
lithosphere which results in a distributed lithospheric thickening force (e.g. Hager, 1978). In continents, lateral
gradients inU , ∇ U , can be expected to be most pronounced around regions of high topography where forces arise
from the tendency of orogens to collapse and spread. The effectiveness of intra-continental∇ U for plate-driving
forces will depend on the rheology of the lower lithosphere; it will be most pronounced for regions where lateral
variations are important down to the asthenosphere in young tectonic settings. Moreover, intraplate continental
stresses that are not active across plate boundaries will tend to have little net effect on driving a plate. Hence,
we will make a distinction between lithospheric models that are only based on oceanic contributions and global
models that incorporate continental contributions as well.

Our approach is similar to that of Coblentzet al. (1994): We use an isostatic, long-wavelength and thin sheet
approximation for the lithosphere. Solving for vertically averaged stresses, we can then relate the gradient inU
to equivalent basal tractions,σ{rθ,rφ}, (Fleitout and Froidevaux, 1983):

U(θ,φ) =
∫ L+ε

0
dr gρ(r)r (4.5)

σ{rθ,rφ} ≈ −L0∇ {θ,φ}σ̄rr (4.6)

= −L0

L
∇ {θ,φ}U (4.7)

whereL is the isostatic compensation depth (L = 130 km),L0 is the lithospheric shell thickness (L0 = 100 km),ε
is elevation,g is gravitational acceleration (g = 9.81 m/s2), ρ density, and∇ {θ,φ} are theθ andφ components of
the horizontal gradient operator, respectively.

We have used the 3SMAC model (Nataf and Ricard, 1996) to obtain ice thickness and extrapolated 2◦×2◦ sea-
floor ages from which we calculate an oceanic lithosphere model, using a modified half-space cooling progression
for the water depthdw:

dw = 2600 m+345 m
√

t[Ma] for t ≤ 81 Ma and (4.8)
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0.00

0.05

Figure 4.2: Differential potential energy∆U = U −Ū (Ū = 2.616·1014 Jm−2) of our 2◦ ×2◦ model in units of 1014 Jm−2.
Min/mean/max values of∆U for oceanic and continental lithosphere are−0.03/−0.004/0.023 and−0.013/0.007/0.078, re-
spectively.

dw = 6586 m−3200 mexp

(−t[Ma]
62.8

)
for t > 81 Ma (4.9)

(Parsons and Sclater, 1977; Carlson and Johnson, 1994). The thickness of the oceanic lithosphere,d oc
li , is found

from isostasy for constantρoc
li and crustal thicknessdoc

cr = 8 km. This leads to a simplified model for the litho-
spheric thickening force withd oc

li ≤ 100 km. For continental areas, we correct a 2◦ smoothed ETOPO5 topography
(NOAA, 1988) for the iceload and again determine an isostatic crustal thickness using average densities as given
in Table 4.1. The resulting potential energy differences from a global mean ofŪ = 2.616·1014 J/m2 are shown in
Figure 4.2. As expected, the main variations are due to sea-floor age and large orogens.

Our model is a simplification of the actual lithospheric density variations, and we have strived to emphasize
well constrained features like the sea-floor age. In addition, we have experimented with more detailed models
of the continental crust such as CRUST 5.1 (Mooneyet al., 1998). We note, however, that CRUST 5.1 is not an
isostatic model, but the topography has to be dynamically (Pari and Peltier, 2000) or compositionally supported
in the mantle. Since we attempt to include dynamic effects in our flow-models and want to exclude cratonic
tectosphere, we will limit ourselves to isostatic models at this point.

After taking the gradient ofU we derive tractions from (4.7); integration yields the driving torques that are
shown together with Coblentzet al.’s (1994) results in Figure 4.3. We have chosen to evaluate the torques as
equivalent forces at the plate centroids instead of showing a force field to allow for easier comparison between
different driving torques. The predictions from our model are similar to those of Coblentzet al. (1994), especially
for the torques that are based solely on oceanic lithosphere. There are some differences, however, and correlations
of torque directions with NNR plate velocities are better (worse) for Coblentzet al.’s (1994) model for oceanic-
only (continental topography included) torques. Discrepancies might in part be due the plate boundaries used
by Coblentzet al. which are somewhat different from ours (e.g. AUS/IND was treated as one plate). We have
attempted a first-order correction by scaling with modified plate areas when given but some of the remaining
differences might simply have a geometric origin.

We furthermore find that the ridge push torques in Figure 4.3, which are based on parameterized edge forces,
are similar to sea-floor age derived lithospheric thickening. Ridge push actually leads to a better correlation with
plate motions than the field derived torques. This implies that plate motion changes in the last 180 Ma have little
effect with regard to integrated, age-based torques. For most plates with a substantial oceanic part, the resolved
forces agree well with plate motions (c.f. Richardsonet al., 1979; Richardson, 1992) although SAM and PHI are
exceptions. For the latter plate, this might be due to the poorly constrained age structure.

The correlation of resolved forces with NNR-NUVEL-1 velocities is one measure of the degree of alignment
between torques and observed velocities, and it is appropriate to compare NNR reference frame derived torques
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Figure 4.3: Lithospheric torques per plate area based on our lithospheric model (oceans only,lith thick, or whole Earth
including continental topography,topo lith thick), Coblentzet al. (1994) (lith thick cobl and topo lith thick cobl), and our
ridge push estimate from edge forces (sec. 4.4.4). We show NNR-NUVEL-1 plate motions (thick vectors, maps are rotated
accordingly to aid comparison) and boundaries; vectors indicate velocity/horizontal force if the Euler poles/torque vectors are
evaluated at the plate centroid. The rotational component of the Euler pole/torque vector is indicated by two arc segments;
while arc lengths have the same scaling in all plots they are not drawn to scale compared to the force vectors. Also shown are
the Euler/torque pole axes (stars); sizes scale with the magnitude. The legend lists torque scaling factors,wi, and the overall
(plate area weighted) correlationr (rw) of the normalized resolved forces and plate velocities at the centroid.
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Plate 1
(fixed)

v1−v2

n̂
t^

vt

vn

r

v̂

dl Plate 2
(moving) Figure 4.4: Geometric quantities for the integra-

tion of edge forces acting on plate 1.

with NNR plate velocities. However, if the model would be able to produce a net rotation of the lithosphere, other
reference frames could be realized. We can indeed find a rigid body rotation such that the resulting correlations
are improved up torw = 0.92 for our and Coblentzet al.’s (1994) lithospheric thickening model. This optimal
reference frame minimizes the motion of continental areas and causes the oceanic plate cooling derived torques
to align better with absolute plate velocities.

We note that the basic observation that the ridge–trench geometry is directly related to tectonic plate motions
(Gordonet al., 1978) explains the good correlation between all ridge push torques and plate velocities. This
relationship makes it hard to distinguish between the various contributions of driving forces, as we will discuss
below.

4.4.4 Plate boundary forces

In addition to traction based torques, we also consider globally parameterized edge forces that act along plate
boundaries. Such torques have been neglected in previous plate velocity inversions although they were included
in force balance models (Forsyth and Uyeda, 1975; Chapple and Tullis, 1977; Hager and O’Connell, 1981). Based
on the classification by Forsyth and Uyeda (1975), we calculate the following contributions for all plates, listed in
Table 4.2 (see Figures 4.1 and A.1 – A.3):{

Ttft

Ttftw

}
= C1

∫
TF dl

{
sgn(vt)

vt
vmax

t

}(
r× t̂

)
(4.10)

Ttfn = C1
∫

TF dl r× n̂ (4.11)
Tsp

Tspw

Tsdr

Tsdrw

 =
∫

SP dl


−C2

−C2

√
t[Ma]
180

C1

C1
vn

vmax
n

(r× n̂) (4.12)

 Tcrnv

Tcr

Tcrw

 = C1
∫

TR dl r×


n̂
v̂
v

|v|max

 (4.13)

Tbas= −C1
∫

OP dl r× n̂ (4.14)

Trp = C1
∫

SR dl r× n̂ (4.15)

Here,
∫

dl means integration along the appropriate plate boundary segments,n̂ andt̂ are unit vectors normal and
tangent to the boundary,v̂ is the unity relative motion vector, andv n andvt are the relative motion components
in the then̂ and t̂ directions, respectively (Figure 4.4). The boundary types are TF: transform fault; SP: trench,
acting only at the subducting plate; TR: trench, at both plates; OP: trench, only at overriding plate; and SR:
spreading ridge.

The force magnitudes are poorly constraineda priori; we have therefore set the factorsC 1 = 2·1012 N/m and
C2 = 2 · 1013 N/m, on the order of typical estimates for lithospheric thickening and slab pull, respectively (e.g.
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Table 4.2: Torque type abbreviations, compare (4.10) – (4.15).

abbreviation description

tft transform fault tangential
tftw weightedtft
tfn transform normal
sp slab pull

spw weightedsp
sdr subduction resistance

sdrw weightedsdr
cr colliding resistance

crnv cr no velocity dependence
crw weightedcr
bas back-arc suction
rp ridge push

Turcotte and Schubert, 1982).C1 andC2 are also equivalent to the integrated strength of a plate margin with a
yield stress of 200 MPa and depth extents of 10 km and 100 km, respectively. We have chosen the signs of the
edge forces such thatsp, spw, bas, andrp are driving, andtft, tftw, tfn, sdr, sdrw, cr, crnv, andcrw are resisting
plate motion.

We numerically compute the integrals in (4.10) through (4.15) along the NUVEL-1 boundaries using segment
lengths of 0.2◦. Since plate boundaries and Euler poles are better determined now than 25 years ago, our torques
should be an improvement over the work of Forsyth and Uyeda (1975). There is, however, some arbitrariness in
the definition of the margin types: Our rule for discerning between transform and convergent/divergent margins is
that boundaries are of the transform type when relative motion is at an angle smaller than 25◦ to the tangential. We
use the RUM Wadati-Benioff zone model to decide if the plate boundary is converging with or without a seismic
slab and which plate is subducting. Forspw, we need the sea-floor age at the trench which is poorly constrained
at some subduction zones (cf. Müller et al., 1997). We therefore extrapolate ages based on the 3SMAC model.
All relative velocitiesv1 − v2 are calculated from NUVEL-1 and are then used to calculate edge torques for
plate motion inversions. If those torques depend on the observed velocities, this procedure is not self-consistent.
However, as we show in sec. 4.5.2, parameterized edge forces do not improve the plate motion fit significantly.
Thus, we will not attempt to find a more consistent solution by including the velocity dependent torques on the
left hand side of (4.1).

Figure 4.5 shows a comparison between some of the edge torques. A quantitative analysis of the interdepen-
dence of the different forces can be done by calculating the correlation matrix of the torque vectors. Forsyth and
Uyeda (1975) pointed out that the strongest (anti-)correlation is that between the slab pull (sp) and the weighted
subduction resistance at the trench (sdrw). If we consider (4.12), it is clear why this is the case:sp andsdrw are
derived from integrating the same plate boundaries; their only difference is the pre-factor,C 1vn/vmax

n for sdrw. If
the small deviations that are introduced by the velocities are neglected,sp andsdrw are exactly anti-correlated.
The dominance of such strong correlations between different components of the plate-driving force inversion has
been noted before (Forsyth and Uyeda, 1975; Backuset al., 1981) but it is worthwhile to point out that they are
simply geometric in origin. Any force balance model that is based on similar integration rules will be dominated
by plate geometry effects that render the analysis of the physical processes at plate boundaries extremely difficult.

Figure 4.6 shows the correlations for some of the edge and area-based torques: “platemotion D” is the viscous
drag resistance to plate motion that we find for a 3-D flow calculation using viscosity profileη D (sec. 4.5) and
prescribing the NUVEL-1 NNR plate motions,vNNR, at the surface (sec. 4.5.2). In comparison, we can resort to a
simplified estimate of the viscous drag by assuming that tractions are given directly by−v NNR, either underneath
all plates (“viscdragnnr”) or only under cratons (“viscdragnnrcraton”). It has been pointed out that these viscous
drags are not identical (Hager and O’Connell, 1981); deviations vary between plates, and are strongest for SAM,
NAM, EUR, and ARA. In Figure 4.6, we also show correlations for driving torques forrum (“rum D”) and
tomographic models20rts (“s20rtswhole mantleD”) that can be compared to the edge based slab pull (sp), the
lithospheric thickening (“liththick”), and the ridge push edge force (rp). This analysis shows that only the suction
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Figure 4.5: Comparison of edge force derived driving torques, for explanation see Figure 4.3.

force (bas) and the force that is normal to transform faults (tfn) do not consistently correlate with any of the other
forces. It also implies that a number of different models of driving forces can be expected to yield good plate
motion fits.

89



tra
ns

_n
or

m

trans_norm

su
cti

on
_f

or
ce

suction_force

s2
0r

ts_
who

le_
m

an
tle

_D

s20rts_whole_mantle_D

rid
ge

_p
us

h

ridge_push

lith
_t

hic
k

lith_thick

sla
b_

pu
ll

slab_pull

ru
m

_D

rum_D

su
b_

re
sis

t

sub_resist

co
ll_

re
sis

t

coll_resist

tra
ns

_t
an

g

trans_tang

pla
te

_m
ot

ion
_D

plate_motion_D

vis
c_

dr
ag

nn
r_

cr
at

on

visc_dragnnr_craton

vis
c_

dr
ag

nn
r

visc_dragnnr

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0r

Figure 4.6: Correlation matrix for driving and resisting torques calculated by comparing the 3N components of the torque
vectors.

4.5 Results and discussion

We now discuss flow-model based torques which represent the driving effect of the mantle. Subsequently, we will
use these torques in plate motion inversions. At this point, we do not invert for other geophysical observables such
as the geoid or intraplate stresses but use typical scalings and viscosity profiles that have been determined by other
studies. Figure 4.7 shows the viscosity structures we consider:ηC is a generic model with an increase in viscosity
in the lower mantle,ηD has an asthenospheric channel,ηE a weaker lithosphere thanηC, ηF has been used by
Steinberger (2000b) forstb00d, andη G andηH are from an inversion by Mitrovica and Forte (1997).η E is similar
to the best-fit viscosity structure from Lithgow-Bertelloni and Richards (1998) and has the factor 50 increase in
the lower mantle as used to constructlrr98d. We will discuss model resolution with respect to viscosity structure
in sec. 4.5.2.

4.5.1 Mantle driving torques

Figure 4.8 shows an example of driving torques that result from flow-models; we have used viscosityη D and the
density models as described in sec. 4.4. We note that using slab model derived torques that are based on viscosity
structures other than that used in the slab advection calculations itself (upper/lower mantle jump as inη E for
lrr98d, ηF for stb00d) is slightly inconsistent. Deviations should be small, however, as we will see in sec. 4.5.2.
The whole-mantle torques of Figure 4.8 can be compared with Figure 4.9, which shows the torques that result
from lower mantle structure only.

Table 4.3 gives the average fraction of the torque contribution of the lower mantle when we use different
viscosity profiles. We use two measures for the strength of the driving forces: mean absolute torque,T̄abs, which
is obtained by averaging all local torque magnitudes,|T|, on the surface of the Earth (̄Tabs is Earth’s radius times
the mean horizontal traction magnitude), and average torque,Tavg, which is determined by plate-area weighted
averaging of the integrated plate torques.Tavg contains information about the current plate geometry.
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Figure 4.7: Viscosity profiles as used in the flow-models, units are 1021 Pas.

model T̄abs[%] Tavg [%]

bdp00 59±7 52±6
kh00p 59±2 68±6
s20rts 68±2 71±2
sb4l18 68±5 69±5
ngrand 74±3 85±2
lrr98d 91±1 84±1
stb00d 63±4 56±4

Table 4.3: Average± standard de-
viation of the fractions ofT̄abs and
Tavg that are caused by the lower
mantle for different viscosity profiles
ηi as in Figure 4.7.

We find that a substantial fraction (∼ 70%) of the absolute mantle based torques on the plates result from
lower mantle structure (comparable to the volumetric fraction of the lower mantle, 66%), with small variations
with the viscosity structure and moderate dependence on the model type.lrr98d’s lower mantle fraction is the
largest overall; this is likely due to the strong increase in the density heterogeneity signal from upper to lower
mantle (sec. 3.5.1).

Figure 4.8 indicates that, for some plates, different mantle models result in substantial variations in driving
torque directions. For the smaller plates such as ARA, COC, and CAR, these differences are emphasized since
we normalize by the plate area, and small plates are also at the limit of our model resolution. In general, however,
correlations between resolved forces and plate velocities are again found to be good (AFR, CAR, NAM, and
SAM being the exceptions). They are best for geodynamic models (r w ≈ 0.83), slightly poorer forS-wave models
(rw ≈ 0.67), and poorest forP-wave models (rw ≈ 0.29).

We can compare the global correlation of individual torques (Figure 4.10) with the correlations between the
input models (Figure 3.20) to observe that the driving torques show a higher correlation with each other than
do the input models. This can be expected since torques are integrated tractions and are therefore smoother
than the density variations. We also find thatS-wave and subduction-model derived torques are more similar
thanP-wave model torques, an observation that is mirrored in the model performance in terms of plate motion
inversions (sec. 4.5.2). The reason for this appears to be structure in the upper mantle that is important for slab pull
forces. WhileP-wave tomography images slabs in some subduction zones (e.g. van der Hilstet al., 1997), other
seismically fast structure in theP-models –mostly correlated with cratons– probably offsets the upper mantle slab
signature when tomography is scaled to density anomalies.S-wave models have a more even data coverage in the
upper mantle since they can rely on surface wave observations which are not limited by the ray-path incidence
which is nearly vertical at shallow depths (see sections 3.3.2 and 3.5.2).
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Figure 4.8: Comparison of mantle based driving torques for viscosity profileηD. For explanation see Figure 4.3.

4.5.2 Plate motion inversions

We conducted numerous plate velocity inversions using different combinations of input models and viscosity
structures and will now describe some of the successful models. By introducing different types of driving forces
step by step, we attempt to develop a deeper understanding of their role in driving the plates and try to assess
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Figure 4.9: Comparison of lower mantle based driving torques for viscosity profileηD; compare with Figure 4.8 and see
Figure 4.3 for explanation.
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Figure 4.10: Correlation matrix for driving torques based on whole mantle density models and flow calculations withηD.

which degree of model complexity is warranted.

Effect of viscosity structure

An increase of mantle viscosity with depth is likely (e.g. Hager, 1984; Hager and Clayton, 1989; Mitrovica and
Forte, 1997) and plate velocities have indeed been used to deduce such an increase (Forte and Peltier, 1987).
The differences between our radial viscosity profiles (Figure 4.7) are therefore of second order compared to this
general trend; consistent with Lithgow-Bertelloni and Richards (1998), we find that the inversions are insensitive
to such details. If we use our starting values for the scaling factors (Figure 4.11), we observe that viscosity
profiles ηD, ηG, andηH lead to the best mean model performance in terms ofr w. Individual best models lead to
velocity predictions that are correlated asrw ≈ 0.9 with NUVEL1-NNR. If the scalar pre-factors of the driving
and resisting torques are optimized to reduce the misfit in plate motion predictions (sec. 4.3.4), the performance
of the models is as shown in Figure 4.12.

We see that all combinations of models and viscosity profiles can be adjusted to yield good fits, that there is
not much variation with respect to mean model correlation, ¯r w, and that the best models of eachη-type all give
rw ≈ 0.9 with best overall results forηD, ηG, andηH . This implies that our original choices for scaling factors led
to reasonable plate motion predictions, especially for viscosity profiles of theη D type. The mean ¯rw of optimized
models is, however, in general≈ 0.07 higher than the non-optimized models (cf. Figures 4.11 and 4.12).

If we compare optimized and non-optimized variance reduction histograms (Figures 4.13 and 4.14), we can
see that improvements in mean VR vary by a larger extent betweenη-structures than forr w, and adjustment of
scaling factors leads to a larger improvement for VR overall. Forη G andηH , mean VR is improved substantially
over fixed weight models. Since variance reduction is affected by the plate velocity magnitude and not only the
directions, as is the case forrw, this implies that we have some resolution in terms of the absolute value of the
viscosity,η0, which controls the viscous drag amplitudes (Forteet al., 1991; Lithgow-Bertelloni and Richards,
1998). In particular, viscosity profileη G leads to models whose velocities are too high such that the optimized
viscosityη0 is increased by a factor of∼ 3 (Table A.2).

The finding that predicted plate motions are insensitive to the depth dependence ofη is consistent with work by
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Figure 4.11: Histogram of non-
optimized model performance as
a function of r (open bars) and
rw (filled bars). N/N0 denotes
the fraction of all models that fall
into a certain quality bin when
models are sorted by viscosity
structure. Circles, stars, and
boxes indicate minimum, mean,
and maximum performance of the
models, respectively. Horizontal
bars centered on the mean indi-
cate the 95%-confidence interval
were the meanr the true correla-
tion of the inversion, determined
from Fisher’s z-transformation
(e.g. Presset al., 1993). Vari-
ations are small between results
with different viscosity profiles.
(cf. Figures 4.12, 4.14, and 4.13.)

Lithgow-Bertelloni and Richards (1995) who explored the role of a low viscosity asthenospheric channel similar to
that in our profileηD. Such a decoupling zone could be expected to diminish the plate-driving force of the mantle.
However, Lithgow-Bertelloni and Richards showed that a viscosity drop of several orders of magnitude will still
lead to large mantle contributions, and some of our best fitting models actually have such low viscosity channels
(ηD andηG). The explanation for this apparent paradox is conservation of mass: while a low viscosity channel will
reduce the shear stresses that are transmitted across such a zone, radial flow will maintain communication between
the layers. Figure 4.15 explores this: we studied the effect of models with only lower mantle density variations
(based onbdp00, ngrand, s20rts, andlrr98d) on the magnitude (RMS) of the radial flow through the transition
zone at 660 km,u660

r |RMS, and the torques on the plates when the viscosity of the lower mantle,η lm, is varied for
anηE -type viscosity profile. As expected, radial flow decreases when convection becomes more sluggish in the
lower mantle; we can fit all models with a power lawu660

r |RMS ∝ η−0.62
lm (Figure 4.15, top). Correspondingly, the

torque amplitudes are smaller, and for the average plate-integrated torques,Tavg, we fit Tavg∝ η−0.29
lm (Figure 4.15,

bottom).
The considerations above hold for constant density anomalies in the lower mantle. As noted before,η lm

strictly cannot be varied independently for geodynamic models likelrr98d since the density field of those models
depends on the viscosity structure itself. Forlrr98d, we can estimate that the total slab density that can be
sustained will scale with the inverse of the sinking velocity of subducted material in the lower mantle since the
influx is constrained by the plate tectonic reconstruction. Depending on the functional relationship between the
sinking velocity andη lm, we can therefore expect that the decrease ofTavg with increasingη lm will be diminished
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Figure 4.12: Histogram of op-
timized model performance in
terms of correlation. In contrast
to Figure 4.11, all scaling factors,
wi, were allowed to vary. All
viscosity profiles give similar re-
sults.
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from that shown in Figure 4.15. However, torques due to lower mantle density are always large when compared,
for example, to those due to lithospheric thickening. Independent of the absolute magnitude ofT avg, we find
that the torques relate to the flow through the transition zone roughly asTavg ∝

√
u660

r |RMS for the current plate
geometry; this appears to be valid for many density models. Our results therefore illustrate how lower mantle
density variations can play a role in driving the plates in any style of convection that allows for substantial mass
flux through 660-km, as is likely the case for the present-day Earth (chapter 3).

Lithosphere and upper mantle driving forces only

For the discussion of the best fitting models of plate motions in terms of model quality we fix the viscosity
structure to beηD. While ηG yields results that are slightly better most of the time, we constrain ourselves to
the simpler viscosity profile since we have seen that differences are small. We also proceed to show models with
adjusted, non-negative scalar torque weightswi but –as discussed in sec. 4.5.2– optimization gains are small, too.

First, we present models that are based on lithospheric structure only, testing the hypothesis that lithospheric
thickening forces alone counterbalance the viscous drag due to plate motion. Figure 4.16 shows the quality
of plate velocity fit for a combination of driving torques. We find that our lithospheric model (“liththick”)
performs better if tested against Coblentzet al.’s (1994) model (“liththick cobl”) for lithospheric thickening
only (rw = 0.62 vs.rw = 0.52). Models that further include continental topography (“topolith thick”) are not
necessarily in better agreement with plate motions than oceanic plate only models; while topography-included

96



0

10

20

30

0.0 0.2 0.4 0.6 0.8 1.0
variance reduction

viscosity profile H
0

10

20

30 viscosity profile G
0

10

20

30 viscosity profile F
0

10

20

30

N
/N

0 
[%

]

viscosity profile E
0

10

20

30 viscosity profile D
0

10

20

30 viscosity profile C

Figure 4.13: Histogram of non-
optimized model performance in
terms of variance reduction.

torques yield better results for our model (rw = 0.72), the opposite is true for Coblentzet al.’s (1994) torques
(rw = 0.22).

We next consider only slab pull driving plate motions, in the form ofrum, our seismic slab model, or the
upper mantle part oflrr98d, as an approximate “total” upper mantle slab model. With viscosityη D we achieve
rw = 0.82 for rum which is not much lower than the fit for more complex models. Upper mantle slabs based
on lrr98d lead to a poorer performance thanrum. If we combinerum or upper mantlelrr98d slab pull with the
lithospheric models, the fit to plate motions is slightly improved tor w ≈ 0.83. These numbers are, however, lower
than for models that include lower mantle based forces, considered in the next section.

Mantle structure

We now turn to plate motion models that are based on lower and/or whole mantle density anomalies and include
other driving forces successively. Results in Figure 4.17 are based onP andS-wave tomography and subduction
modelsstb00d andlrr98d. As above, we test seismic (rum) and “total” (lrr98d) upper mantle slab configurations.
For flow driven by mantle density structure only, we observe thatP-wave models do a poorer job thanS-wave
models. Both are inferior to subduction models, such asstb00d, which yieldsr w = 0.84. When we allow for
lithospheric contributions, plate motion fits are improved, and the best model is againstb00d, although it is not
substantially better thanlrr98d or s20rts. Table A.1 lists the performance parameters for the best mantle plus
lithospheric thickening models with the corresponding optimized values forη 0 andRρ.

Focusing on the lithospheric structure models, we find that forη D the mean model performances of all model
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Figure 4.14: Histogram of op-
timized model performance in
terms of variance reduction. In
contrast to Figure 4.13, all scal-
ing factors were allowed to vary.
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combinations, ¯rw, are 0.80/0.83 for oceanic-only/global lithospheric contributions from our model and 0.79/0.75
for the Coblentzet al. (1994) torques. Consistent with our findings in sec. 4.5.2, we find that our lithospheric
torques lead to slightly better predictions than Coblentzet al.’s (1994), and the inclusion of continental crustal
structure has led to a small improvement of plate motion fits. However, as mentioned before, it is not clear
if potential energy differences in old continental regions will contribute much to driving plates such that the
relevance of this improvement is doubtful.

We next test the effect of replacing all upper mantle structure with the seismic slab modelrum (Figure 4.17).
This approach improvesP-wave models substantially,S-wave models,stb00d, and lrr98d slightly. When we
use slabs as derived from the upper mantle part oflrr98d instead, results are comparable. For other viscosities
(markedlyηG) we find that “total” slabs based onlrr98d lead to models that are slightly better than those for
rum (∆rw ∼ 0.03). (Scaling factors for the upper mantle part oflrr98d are then larger than those for the lower
mantle, most likely sincelrr98d has small density amplitude in the upper mantle.) We might therefore slightly
underestimate the upper mantle slab driving force by restricting ourselves to the seismicrum. Since differences
are not great, we nonetheless userum for upper mantle slabs in the following for simplicity.

Finally, we search for the best models using whole or lower mantle only structure, lithospheric thickening due
to seafloor spreading, and additionalrum slabs (assuming that tomographic models fail to image some slab signal).
With this combination, all types of models achieverw ≈ 0.89 (VRw ≈ 80%) and none is significantly better than
the other. (A list of best-fit models with the scaling parameters is given in Table A.2.) ForP-wave models, the
best fit is achieved with lower mantle structure from tomography, replacing the upper mantle completely with
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Figure 4.17: rw for best-fit models with man-
tle density driven flow andηD. Error bars
on the left indicate the range outside which
models can be considered significantly bet-
ter or worse than mantle only models at the
95%-confidence level according to Fisher’sz-
transformation.
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rum. This is consistent with our previous finding that the upper mantle structure imaged byP-wave models is
different from the slab signature that appears to be included inS-wave models (sec. 4.5.1). Accordingly, the best
S-wave model inversion uses the whole mantle structure and adds somerum signal to the upper mantle part. If
we consider only the exact viscosity structures that have led to the geodynamic modelslrr98d andstb00d for
consistency, the best models are slightly worse andrw ≈ 0.86.

For illustration, we include the predicted plate velocities for the best fittingS-wave model andlrr98d in Fig-
ure 4.18 and for the best-fitP-model andstb00d in Figure 4.19. Model scaling factors are given in Table A.2. In-
spection of the plate velocities shows fairly good agreement between models and observations, as in earlier work.
Discrepancies differ between models, with some consistent failures like the underprediction of the northward mo-
tion of SAM. The velocities we find forlrr98d are similar, but not identical, to those of Lithgow-Bertelloni and
Richards (1995) and we attribute this to small differences in the viscosity structure and the lithospheric model.
Quality measures such asrw (∼ 0.9) are comparable, however.

We conclude that a range of models, based on tomography or subduction history, can reproduce plate motions,
indicating that the sinking slabs are the most important contribution to the mantle driving forces as far as tomog-
raphy and our models can resolve them. All models that include lower mantle structure perform better than the
upper-mantle only models of sec. 4.5.2. For some models and viscosity profiles, the difference is up to∆r w ≈ 0.1
which is statistically significant at the 95%-level using Fisher’sz-transformation. This improvement in fit when
lower mantle sources are included is in agreement with the notion that slab related structures in the lower mantle
are the most important features of mantle convection (e.g. Chase, 1979), that they correlate relatively well with
fast regions of tomography (chapter 3), and are responsible for major driving forces (e.g. Davies and Richards,
1992; Ricardet al., 1993; Depariset al., 1995; Lithgow-Bertelloni and Richards, 1995).

What differs between the best-fitting mantle models, however, are the relative contributions of the different
components to the total torque,Tavg. Figure 4.20 shows that the contribution of the lithosphere for the best-fit
models withηD with optimized weight factors varies between∼ 30% for most models and∼ 10% for stb00d.
While all inversions include substantial additionalrum slab pull,lrr98d does so to the smallest extent forη D and
rejects it completely for other viscosity structures such asη G. We also observe that the fraction of the mantle
driving force that comes from the lower mantle is between∼ 20% and∼ 35% forη D. There is some variation of
the individual contributions between viscosity profiles, and the lower mantle contribution can be as high as∼ 50%
for lrr98d andηG.
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r =  0.60  rw =  0.89  VR = 31.6% VRw = 79.1%
viscosity profile D

viscous drag w1= 0.69
sb4l18_whole_mantle_D w2= 0.27 (38%)

lith_thick_cobl w3= 0.39 (20%)
rum_slabs_D w4= 0.55 (42%)

10 cm/yr

r =  0.56  rw =  0.86  VR = 26.5% VRw = 74.1%
viscosity profile D

viscous drag w1= 0.69
lrr98d_whole_mantle_D w2= 0.46 (44%)

lith_thick_cobl w3= 0.25 (15%)
rum_slabs_D w4= 0.50 (41%)

10 cm/yr

Figure 4.18: Predicted plate velocities (dark, thick vectors) based on the best fittingS-wavemodel forηD, sb4l18, (left),
lrr98d (right) and observed NNR-NUVEL-1 velocities (thin vectors).wi-values indicate the scalar factors that were adjusted
to minimize the misfit. (If we assume that the lithospheric model is best constrained forsb4l18, w3 ≡ 1, the absolute viscosity
of ηD should be scaled by 1.78, and mantle and slab density fields by 0.7 and 1.41, respectively. See also Table A.2.) Numbers
in parentheses are the relative contributions of the driving torques toTavg.

There is, of course,a priori information about the presence and, to some extent, the amplitudes of the indi-
vidual driving torques. Not all combinations of our optimized weights models correspond, therefore, to realistic
absolute viscosity values and scaling factors. We have also seen that optimization gains are small since good
velocity predictions can be found for a range of models and viscosity structures; the non-uniqueness of driving
force inversions is, in fact, one of our main conclusions. However, if we examine models where we fix the, prob-
ably best constrained, lithospheric thickening contribution and let only the absolute viscosity values vary, or if
we fix all weights to their starting values, we find that results are similar to those shown above. Consistent with
some models of Lithgow-Bertelloni and Richards (1995), we find that the total mantle density and lithospheric
contribution to the driving torques is always∼ 70% and∼ 30%, respectively.

Effect of parameterized edge forces

We now evaluate the effects of edge forces on plate velocity inversions. First, we show how plate motion models
that are based on mantle density only andη D can be improved by inclusion of additional torques (Figure 4.21). We
find that the ridge push (rp) leads to larger improvements in fit than the realistic lithospheric models (“liththick”)
that consider the sea-floor age. The good performance ofrp is related to the ridge–trench geometry, as discussed
in sec. 4.4.4.

Slab pull (sp/spw) leads to improvements for all models; they are nonetheless smaller than those resulting
from the inclusion ofrum or the upper mantle part oflrr98d. The viscous drag due to sinking slabs which acts on
both plates at a convergent margin, therefore, appears to be more suited to driving the observed plate motions than
a one-sided edge force which requires a stress guide and a strong slab. Except for theP-models, weighting the
slab pull by age (spw) does not consistently lead to larger improvement inr w thansp for different mantle models.
All other edge forces lead to no significant increase inrw if weights are restricted towi ≥ 0.

Finally, we explore how globally parameterized edge forces change models that already contain lower mantle,
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r =  0.56  rw =  0.88  VR = 18.1% VRw = 78.3%
viscosity profile D

viscous drag w1= 0.45
bdp00_lower_mantle_D w2= 0.69 (31%)

lith_thick_cobl w3= 0.11 ( 9%)
rum_slabs_D w4= 0.55 (60%)

10 cm/yr

r =  0.58  rw =  0.88  VR = 25.9% VRw = 77.5%
viscosity profile D

viscous drag w1= 0.78
stb00d_whole_mantle_D w2= 0.35 (55%)

lith_thick_cobl w3= 0.24 (12%)
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Figure 4.19: Predicted and observed plate motion based on the best fittingP-modelbdp00 (left) andstb00d slabs (right),ηD.
(cf. Figure 4.18.)

Figure 4.20: Fractional contribution of density
models to the total driving torque,Tavg, for the
optimized best-fit models withηD as in Fig-
ure 4.17. “um slab model” indicates the con-
tribution of additionalrum upper mantle slabs,
not included in “whole mantle model”.
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lithospheric, andrum density anomalies. We attempt to improve the model fit forη D models while still enforcing
wi ≥ 0 and maximizingrw. The inclusion of one additional edge force (4.10 – 4.15) improved the models by
at most∆rw = 0.02 (cr for s20rts). However, introducing a colliding resistance typically led to an insignificant
improvement ofrw, or no improvement at all for other viscosities. Other edge forces, such astft and tfn on
transform faults, were rejected by the inversion and weighted as zero.

If we allow for positive and negative weights, we find that models can not be significantly improved either,
only the relative strengths of different torques are readjusted to achieve optimal fits. The largest improvement
for ηD is ∆rw = 0.03 for an additionaltftw that is weighted negatively, and therefore corresponds to nonphysical
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Figure 4.21: Effect of torque addition to mantle density onlyηD models as in Figure 4.17.rw is shown for mantle only
(dashed base lines) and additional torques (symbols and solid lines). For edge force legend, see Table 4.2.

tangential transform fault driving forces. Results for the sign of other edge forces such as the collision resistance
vary for different viscosity profiles, and between models, implying that we cannot resolve them reliably.

As expected from the correlation analysis of Figure 4.6, we find that a variety of forces can be combined to
drive the plates. Since mantle, lithospheric, and upper mantle slab torques lead to models with good correlations of
rw ∼ 0.9 already, we cannot justify any added complexity due to globally parameterized edge forces. This implies
either that our global parameterization has to be improved, or that edge forces have to be specified according to
more detailed regionalization for an enhanced prediction of plate motions. The treatment of forces, especially at
convergent margins, might have to be improved to include the effect of lithospheric bending of the oceanic plate
which could be important in determining the effectively transmitted forces between subducting and overriding
plate (Conrad and Hager, 1999a, and chapter 1).

4.6 Conclusions

We have demonstrated that a number of combinations of driving forces can be invoked to explain observed plate
motions. Lithospheric thickening (or ridge push) and slab pull forces are successful candidates since they are
naturally aligned with the correct direction of motion, from ridges to trenches. In sec. 4.5.2 we have shown
that fairly good predictions of plate velocities are indeed possible without invoking any driving agents other than
cooling lithosphere and upper mantle slabs.

However, if we include lower mantle density variations as derived from tomography or subduction models,
the fit to observed plate motions always improves. This finding is insensitive to the viscosity structure with depth
as long as there is radial flow through 660-km (sec. 4.5.2). Individual density models lead to slightly different
predictions, yet all achieve the same quality of fit with correlations of∼ 0.9 (sec. 4.5.2).S-wave tomography
models lead to equally good results as do models with only sinking slabs orP-wave tomography. However, for
the latter we had to replace the upper mantle density variations with a slab model, probably because the ray path
coverage ofP-models does not adequately image slabs.

Our conclusion that the slab signal, as imaged by tomography and predicted by geodynamic models, is the
most important contribution of mantle-driven torques substantiates earlier studies. Estimates of the relative im-
portance of mantle or lithosphere based density variations are somewhat different for our best fit-models but
lithospheric thickening usually contributes∼ 30%, and total mantle density anomalies contribute∼ 70% to the
average plate-driving torque. Of the latter component,∼40% is due to lower mantle heterogeneities. The lower
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mantle should therefore be explicitly taken into account when surface expressions of mantle convection are stud-
ied; it might be an oversimplification to neglect tractions caused by mantle flow in studies of intra-continental
deformation.

We were only marginally successful in our attempt to improve plate motion models by including parame-
terized plate boundary forces. We showed that one reason for this is that most edge forces can be classified as
globally driving or resisting plate motions in a well correlated manner for simple geometrical reasons (sec. 4.4.4).
Consequently, without independent knowledge of their magnitude, not much new information is introduced when
edge force derived torques are used, and the improvement in fit does not warrant the additional complexity.

Subduction zones in particular might require a more realistic treatment than was possible with our model. Our
inversions did not, however, indicate that a colliding resistance was required, either on the subducting, or on both
the subducting or overriding plate. A two-sided slab pull was found to be best suited to explain plate motions.
These results imply that only a more detailed, regional specification of trench forces can be expected to improve
plate motion models.
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Chapter 5

Seismic anisotropy as an indicator for
mantle flow

Chapters 3 and 4 laid the groundwork for a comprehensive exploration of the effects of global convective patterns
on lithospheric deformation. We have already applied our models to the prediction of large-scale crustal stress
(Becker and O’Connell, 2001a); here, we shall focus on deeper deformation as mapped out by seismic anisotropy.

5.1 Abstract

We present global models of strain accumulation in mantle flow to compare the predicted finite-strain ellipsoid
orientations with observed seismic anisotropy. We focus on oceanic and young continental regions where we
expect our models to agree best with azimuthal anisotropy from surface waves and shear-wave splitting. Finite-
strain derived models lead to better model fits than the hypothesis of alignment of fast axes with absolute plate
motions for surface-wave derived anisotropy. For the western US, we fitSKS shear-wave splitting observations
using a coherent flow model and do not need to invoke a mantle that is decoupled from lithospheric motions to
account for observations. Our study substantiates that seismic anisotropy can be used as an indicator for mantle
flow and contributes to the establishment of a quantitative functional relationship between the two.

5.2 Introduction

Seismic wave propagation in the uppermost mantle is anisotropic, as has been demonstrated using a variety of
methods and a number of different datasets (e.g. Hess, 1964; Forsyth, 1975; Anderson and Dziewonski, 1982;
Silver and Chan, 1988; Montagner and Tanimoto, 1991; Ekstr¨om and Dziewonski, 1998; Smith and Ekstr¨om,
1999; Schulte-Pelkumet al., 2001). Vertically polarized waves propagate more slowly than horizontally polar-
ized waves in the upper∼ 220 km of the mantle (e.g. Dziewonski and Anderson, 1981), implying widespread
transverse isotropy with a vertical symmetry axis, also referred to as radial anisotropy. Surface-wave studies
have established robust lateral variations in the pattern of radial anisotropy (e.g. Ekström and Dziewonski, 1998;
Boschi and Ekstr¨om, 2002). Inverting for azimuthal anisotropy (where the fast axis of symmetry lies within the
horizontal plane) is more difficult, partly because of severe trade-offs between model parameters (e.g. Tanimoto
and Anderson, 1985; Laske and Masters, 1998). Ongoing efforts to map out azimuthal anisotropy in 3-D using
surface waves (e.g. Montagner and Tanimoto, 1991) are reviewed by Montagner and Guillot (2000).

Surface-wave data are advantageous for their ability to place constraints on variations in anisotropy with depth,
but their lateral resolution is limited. Shear-wave splitting measurements have the potential to image smaller-
scale lateral variations, though they lack depth resolution. Shear-wave splitting is a phenomenon akin to optical
birefringence (e.g. Silver, 1996). If a shear wave travels through an anisotropic medium, it will split into two wave
trains with orthogonal polarizations and different propagation speeds. The azimuth of the fast polarization and the
delay time between the two waves can be measured directly and interpreted in terms of current or past deformation

Research presented in this chapter was done in collaboration with James B. Kellogg (Harvard University).
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in the lithosphere or convecting mantle underneath the recording station. Reviews of techniques, observations,
and modeling have been given by Silver (1996) and Savage (1999). An initial comparison between observations
and synthetic splitting based on surface-wave models was presented by Montagneret al. (2000). These authors
found poor agreement between the two approaches. Possible reasons for this include the finding that azimuthally
anisotropic surface-wave models are sensitive to the inversion procedure and data coverage (Laske and Masters,
1998), and that the modeling of shear-wave splitting measurements, usually performed for a single, transversely
isotropic layer with a horizontal symmetry axis, needs to take variations of anisotropy with depth into account
(Montagneret al., 2000).

The existence of anisotropy in upper-mantle rocks can be associated with accumulated strain due to plate-
tectonic motions (e.g. McKenzie, 1979), as reviewed by Montagner (1998). The use of seismic anisotropy as a
constraint on mantle and lithospheric flow is therefore an important avenue to pursue since other constraints for
deep mantle flow are scarce. There are currently few realistic and quantitative models that account for the 3-D
geometry of mantle convection, and this chapter describes our attempts to fill that gap.

5.2.1 Causes of seismic anisotropy

Wave-propagation anisotropy in the deep lithosphere and upper mantle is most likely caused by the alignment
of intrinsically anisotropic olivine crystals (lattice-preferred orientation, LPO) in mantle flow under dislocation
creep (e.g. Nicolas and Christensen, 1987; Mainpriceet al., 2000). Seismic anisotropy can therefore be inter-
preted as a measure of flow velocity-gradients in the mantle and has thus received great attention as a possible
indicator for mantle convection (e.g. McKenzie, 1979; Ribe, 1989; Chastelet al., 1993; Russo and Silver, 1994;
Tommasi, 1998; Buttles and Olson, 1998; Hallet al., 2000; Blackman and Kendall, 2002). There is observational
(Ben Ismail and Mainprice, 1998) and theoretical (Wenket al., 1991; Ribe, 1992) evidence that rock texture
and the fast shear-wave polarization axis will line up with the orientation of maximum extensional strain. (We
shall distinguish betweendirections, which refer to vectors with azimuths between 0◦ and 360◦, andorientations,
which refer to two-headed vectors with azimuths that are 180◦-periodic. We will also usetexture loosely for the
alignment of mineral assemblages in mantle rocks such that there is a pronounced spatial clustering of particular
crystallographic axes around a specific orientation, or in a well-defined plane.) More specifically, we expect that
for a general strain state, the fast (a), intermediate (c), and slow (b) axes of olivine aggregates will align, to first
order, with the longest, intermediate, and shortest axes of the finite strain ellipsoid (Ribe, 1992).

Figure 5.1 shows an example of observed and predicted orientations of crystallographic axes under uniaxial
compression. The degree to which the fast axes cluster around the largest principal axis of the finite strain ellipsoid
(FSE), or, alternatively, the orientation of the shear plane, will vary and may depend on the exact strain history,
temperature, mineral assemblage of the rock, and possibly other factors as well (e.g. Savage, 1999; Tommasiet al.,
2000; Blackmanet al., 2002; Kaminski and Ribe, 2002). The simple correlation between FSE and texture might
therefore not be universally valid. For large-strain experiments, the fast propagation orientations were found to
rotate into the shear plane of the experiment (Zhang and Karato, 1995), an effect that was caused partly by dynamic
recrystallization of grains and that is accounted for in some of the newer theoretical models for texture formation
(e.g. Wenk and Tome, 1999; Kaminski and Ribe, 2001, 2002). Further complications for LPO alignment could
be induced by the strain-weakening rheology of olivine (Bystrickyet al., 2000) or the presence of water (Jung
and Karato, 2001). The orientation of melt-filled cracks (Kendall, 1994) might also be important for lithospheric
anisotropy.

Instead of trying to account for all of these possible mechanisms, we approach the problem by using global
flow models to predict the orientation of finite strain in the mantle. We then compare the anisotropy produced by
these strains to the seismic data, using the theory of Ribe (1992). We focus our comparisons on oceanic plates and
regional examples such as the Western US where the lithosphere is relatively young and should be less affected
by inherited anisotropy in thick crust than old continental areas. We find a good correlation between predicted
maximum extensional strain and the fast axes of anisotropy observations. This result lends credibility to the
inferred relationship between strain and texture in the mantle. Furthermore, global circulation models can thus
potentially be used as an independent argument for the validity and the appropriate parameter range of texture
development models such as that of Kaminski and Ribe (2001).
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vP  [km/s]    9.89 (1.279)   7.73  (1.0)     8.43 (1.091)
vS1[km/s]     4.89 (1.106)   4.42  (1.0)        4.86 (1.100) 

[100] (a) [010] (b) [001] (c)

(A)
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Figure 5.1: Pole figures (Lambert equal-area projection) for the distribution of crystallographic axes modified from Ribe
and Yu (1991): (A) is from an uniaxial compression experiment on a dunite sample (Nicolaset al., 1973), (B) from Ribe
and Yu’s (1991) numerical calculation for a similarly shortened olivine aggregate. Since the axis of maximum shortening
is perpendicular to the plane, the slowwavepropagation axis ([010] or b) orients itself mostly out of the plane, while the
maximum extension axes ([100] or a) are found in a ring perpendicular to the shortening axes. Indicatedwavespeeds forP
andS (S1) correspond to propagation along the crystallographic axes of an olivine single crystal and were calculated by Ribe
(1992) based on measurements by Kumazawa and Anderson (1969). Numbers in parentheses are normalized to thewavespeed
for the slowest (b) axis in each row. The mismatch between experiment and model for the c-axes is reduced in an extension of
Ribe’s (1992) work by Kaminski and Ribe (2001) that includes the effect of dynamic recrystallization.

5.3 Observations of seismic anisotropy

We now discuss observations of radial and azimuthal anisotropy from surface waves and shear-wave splitting.
These two datasets are complementary since they have different spatial sensitivities and coverage. Future work
could also include other types of observations of anisotropy (e.g. Smith and Ekstr¨om, 1999; Schulte-Pelkumet al.,
2001) but here we will focus on Rayleigh wave phase-velocity inversions andSKS splitting data.

5.3.1 Surface waves

Radial anisotropy in the 1-D reference Earth model PREM (Dziewonski and Anderson, 1981) is limited to depths
from 25 km to 220 km (Figure A.6) where horizontally polarizedS-waves propagate significantly faster than
vertically polarizedS-waves.vSH is ∼ 5% larger thanvSV at its maximum, with the difference betweenvSH and
vSV decreasing with depth. The existence of this trend was confirmed by Ekstr¨om and Dziewonski (1998), who
mapped lateral variations invSV andvSH and found that the PREM anisotropy is similar to the global average of
their model.

Using the JWKB approximation (e.g. Dahlen and Tromp, 1998, p. 737ff), Boschi and Ekstr¨om (2002) con-
structed regional sensitivity kernels for their inversion for transversely isotropic anomalies and found that, de-
pending on the crustal structure assumed in the starting model, local kernel amplitudes varied considerably from
global, PREM-derived averages. Nevertheless, their model results confirmed most of the heterogeneity found by
Ekström and Dziewonski (1998). The inversion by Boschi and Ekstr¨om (radially parameterized by splines) shows
a smooth variation of globalvSH andvSV averages with depth that roughly follow the PREM means (Figure A.6).
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Figure 5.2: Lateral variations in radial anisotropy from Boschi and Ekstr¨om (2002). We show the differencevSV − vSH ,
normalized by the mean (Voigt)S-wave velocity, 〈vVgt

S 〉, at depths,z, of 75 km, 100 km, 150 km, and 200 km. The zero
contour, wherevSV = vSH , is marked by thick lines, delineating only small regions forz � 150 km, sincevSH is generally
larger thanvSV at shallowz (Figure A.6). Plate boundaries here and in subsequent figures are from NUVEL1 (DeMetset al.,
1990). Colorscale is clipped at 50% of the maximum absolute anomaly at each depth.

Figure 5.2 shows the lateral variations in radial anisotropy for several depths at which we evaluated Boschi and
Ekström’s model. Unlike in most presentations of such models, we do not plot the difference between relative
deviations ofvSV andvSH from a 1-D reference model, but rather the absolute difference betweenv SV andvSH ,

normalized by the mean (Voigt)S-wave speed,〈v Vgt
S 〉= 〈

√(
v2

SH +2v2
SV

)
/3〉, at each depth (see Figure A.6). This

quantity should be a more adequate measure of the total anisotropy. A relatively fastv SV anomaly is seen in the
central Pacific at shallow depth (75 km in Figure 5.2). The relatively slowv SV anomaly at 150 km in the Pacific
around Hawaii (detected by Ekstr¨om and Dziewonski, 1998) is also apparent, but is now recast as a fast anomaly
in vSV under the East Pacific Rise (EPR), especially notable at 200 km, wherev SV is actually larger thanvSH . Since
the EPR is a region of rapid upwelling and seafloor spreading at the surface, it is tempting to interpret the observed
anisotropy as due to mantle flow. Based on the global strain models we discuss below, we should, in the future,
be able to develop a quantitative interpretation of radial anisotropy that goes beyond the general understanding
of vSV /vSH anomalies as being related to convective boundary currents (e.g. Montagner, 1998). Such a study is,
however, beyond the scope of this work.

Azimuthal anisotropy

Global models with 3-D variations of azimuthal anisotropy based on surface waves exist in the literature (e.g.
Montagner and Tanimoto, 1991; Montagner and Guillot, 2000). Those models, however, were not available to us
in electronic form at the time of writing. Since there are also a number of concerns about the resolving power of
such models (e.g. Laske and Masters, 1998; Ekstr¨om, 2001), we focus on a few azimuthally-anisotropic phase-
velocity maps provided by G. Ektr¨om (cf. Ekström, 2001). We review the depth sensitivity of surface waves to
azimuthal anisotropy in sec. A.2.1. Phase velocity perturbations for weak anisotropy can be expressed as a series
of isotropic, D0, azimuthally anisotropic (π-periodic),D2φ, andπ/2-periodic,D4φ, terms (Smith and Dahlen,
1973). Rayleigh waves are typically more sensitive to anisotropy variations with 2φ-dependence than Love waves
(which is why we focus on Rayleigh waves), and kernels for 2φ-anisotropy have a depth dependence for Rayleigh
waves that is similar to their sensitivity to variations invSV (Montagner and Nataf, 1986).

Figure 5.3 shows an example from the phase-velocity inversions of Ekstr¨om (2001) for Rayleigh waves with
a period of 100 s. Ekstr¨om used a large dataset (∼ 120,000 measurements) and a surface-spline parameterization
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Figure 5.3: Isotropic and anisotropic variations of phase velocity for Rayleighwaves at 100 speriod from Ekstr¨om (2001).
We show isotropic variations in phase velocity as background shading (D0 term in (A.4)), D2φ fast orientations as sticks,
andD4φ terms as crosses. The RMS/maximum anomaly amplitudes areD0: ∼ 1.3%/4.9%; D2φ: ∼ 0.6%/2.9%; andD4φ:
∼ 0.4%/2.0%.

(1442 nodes, corresponding to∼ 5◦ spacing at the equator) to invert for lateral variations in theD terms of (A.4).
To counter the trade-off between isotropic and anisotropic structure, Ekstr¨om (2001) damped 2φ and 4φ-terms
10 times more than the isotropicD0 parameters. The isotropic and 2φ-anisotropic shallow structure imaged in
Figure 5.3 (corresponding to a depth of∼ 150 km, cf. Figure A.7b) appears to be dominated by plate-scale
currents and by the well-known seafloor spreading-pattern close to the ridges (e.g. Forsyth, 1975; Montagner and
Tanimoto, 1991). There are, however, deviations from this simple signal and the 4φ-contributions are smaller than
those from 2φ, but not negligible. We will discuss these findings in more detail in our comparison with strain
predictions in section 5.6.

5.3.2 Shear-wave splitting

The primary source of information about anisotropy in the upper mantle, other than surface waves, comes from
observations of shear-wave splitting. In particular, measurements ofSKS phases are widely used, sinceSKS has a
near-vertical arrival angle and enters the mantle as a “clean” (unsplit)S wave afterP to S conversion at the CMB;
splitting is thus likely to be due to the waves’ passage through an anisotropic medium during the last several
hundred km before reaching the surface (e.g. Silver, 1996; Savage, 1999). Figure 5.4 shows our compilation of
shear-wave splitting measurements. (The most complete electronic data collection is that of Schutt and Kubo,
2001, which we have supplemented with results from several other studies.) Fast orientations are shown for both
SKS and localS observations as described in the caption. There is a clear geographical data distribution bias
toward the continents, where most permanent and roving seismic stations are found. Observations within oceanic
plates are mostly confined to islands (e.g. Kloskoet al., 2001) with a few exceptions from OBS deployments (e.g.
Wolfe and Solomon, 1998; Smithet al., 2001).

Given the nearly vertical ray path incidence,SKS splitting data can be interpreted as a radial average of the
seismic anisotropy underneath the recording station (e.g. Silver, 1996). SKS observations are thus somewhat
easier to interpret than localS data, which are affected by anisotropy along the ray path and in the source region.
To reduce the number of data and clarify the major trends, we experimented with various selection schemes. We
show only one example (Figure 5.5a), a 3◦ × 3◦ grid average of all teleseismicSKS data from Figure 5.4. The
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Figure 5.4: Compilation of shear-wavesplitting observations. Fast propagation-plane azimuths are indicated by thick sticks;
for time delay,δt, scale see the legend. TeleseismicSKS data (black) are from Silver (1996); Fischer and Wiens (1996); Fischer
et al. (1998); Poletet al. (2000); Schutt and Kubo (2001); Kloskoet al. (2001); and Polet and Kanamori (2002), and are plotted
at the stations. LocalS-phase anisotropy measurements are from Russo and Silver (1994); Fouch and Fischer (1996, 1998);
Fischeret al. (1998); and Smithet al. (2001). Event depths for localS are indicated by shading of sticks which are plotted
at the path midpoints for allS data but those of Russo and Silver (1994), which were corrected for receiver anisotropy and
are therefore plotted at the earthquake hypocenters. Background thin sticks are absolute plate-motion orientations in the HS2
hotspot frame (Gripp and Gordon, 1990).

choice of an averaging procedure is not straightforward and somewhat arbitrary decisions about data selection
have to be made. Data quality also varies between measurements and fluctuations in fast orientations at a single,
or several close, stations may contain information about,e.g., layered anisotropy (Silver and Savage, 1994) that is
lost when measurements are simply summed up vectorially.

Figure 5.5a shows some well known patterns, such as ridge-perpendicular orientations of splitting and varying
degrees of trench-parallel alignment of the fast axes (e.g. Savage, 1999). Within some continental areas (e.g. the
eastern US), fast splitting orientations have an apparent correlation with absolute plate motion (APM) orientations
in the HS2 hotspot reference frame. This may indicate shearing of the asthenosphere by motion of the lithosphere
with respect to a deep, stagnant or decoupled mantle (e.g. Vinnik et al., 1992). However, other hypotheses of
anisotropy formation are plausible (Silver, 1996).

The global mean of the absolute misfit〈∆α〉 between the fast splitting axes and plate-velocity orientations is
31.2◦ for HS2-NUVEL1 (APM) and 37.5◦ for NNR NUVEL1, calculated using an area-weighted average of our
3◦ ×3◦ splitting dataset from Figure 5.5a. If the two orientational fields had no correlation, we would expect a
uniform distribution of absolute∆α deviations between 0◦ and 90◦, implying a random misfit of〈∆α〉r = 45◦.
ForN observations, the expected standard deviation of〈∆α〉 r is 90◦/

√
12N. ForN ∼ 200 as in our averagedSKS

dataset,〈∆α〉 = 37.5◦ for NNR is therefore significantly different from a random distribution of orientations at
the 4σ-level. Including the net rotation of the lithosphere leads to better fits for fast axes than for NNR, mostly
because of plate motions in South America, which have N-S velocity orientations in the NNR frame. We regard
the misfit of splitting orientations with the current APM orientations as a hypothesis for the origin of anisotropy
against which we will have to judge the performance of our more complex, strain-derived models.

To compare the regionalSKS data with surface-wave derived anisotropy, we show synthetic fast orientations
from Montagneret al. (2000) in Figure 5.5b that are based on the AUM model by Montagner and Tanimoto
(1991). Along mid-ocean ridges, the anisotropic surface wave model predicts ridge-perpendicular orientations (in
accordance with the sparseSKS data), as discussed previously. Within older oceanic plates and continents, the
signal becomes more complex and, globally, alignment withSKS orientations is poor (Montagneret al., 2000).
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Figure 5.5: (a) 3◦ ×3◦ block-
averaged splitting orientations using
teleseismic SKS from Figure 5.4.
Background velocity orientations are
NUVEL1 (DeMetset al., 1990) in the
no-net-rotation (NNR) frame.
(b) Synthetic fast azimuths forSKS
splitting from plate 1 of Montagner
et al. (2000) as derived by those au-
thors from model AUM by Montag-
ner and Tanimoto (1991) (compare
also Figure 5.3).

Silver (1996) and Savage (1999) review possible contributions to sub-crustal anisotropy such as active tectonic
deformation or frozen-in structure in the thick crust of old cratons. Seismic anisotropy in young continental
regions may be due to recent tectonic deformation that is distributed with depth (e.g. Molnaret al., 1999), leading
to alignment of splitting orientations along shear zones,i.e. rotated from the compressional axes by∼30◦ (e.g.
Holt, 2000). However, alignment with the major extensional orientation of surface strains as inferred from geodesy
is also observed (Hatzfeldet al., 2001) and, especially in back-arc areas, complex mantle flow may be important
(e.g. Russo and Silver, 1994; Fischeret al., 1998; Hallet al., 2000). A comprehensive model of why young plate
areas are strained in the way that splitting observations indicate is still missing.

5.4 Modeling strain and LPO anisotropy

We predict seismic anisotropy by calculating the finite strain that a rock would accumulate during its advection
through mantle flow (e.g. McKenzie, 1979). Given a velocity field that is known as a function of time and space,
the passive-tracer method lends itself to the problem of determining strain at any locationr. We can, first, follow
material backward in time to some, initially unknown, locationx, and, second, advect forward again fromx
such that the material properties fulfill a cumulative criterion (discussed below) when arrived atr. r might be
the location of anSKS observation, where we are interested in the strain at different depths under the recording
station, orr might be one of a large number of laterally distributed points from which we interpolate a global
strain field.

5.4.1 The tracer method

We use a fourth-order Runge-Kutta scheme with adaptive stepsize control (e.g. Presset al., 1993, p. 710) to nu-
merically integrate the tracer paths through the flow field. We require all fractional errors to be smaller than 10−7

for all quantities solved for, including the finite strain matrix as outlined below. For this procedure, we need to
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plotted versus depth until 120 Ma given the plate-motion reconstructions of Figures A.4 and A.5, for viscositiesηF (a) and
ηG (b) (cf. Figure 4.7). The RMS velocities at each radiusr are evaluated on a 1◦ ×1◦ grid to approximate the surface integral(∫

v(θ,φ)2dΩ/(4π)
)1/2

.

determine the velocity at arbitrary locations within the mantle. Velocities and their first spatial derivatives are thus
interpolated with a four-node shape-function method (corresponding to cubic basis functions,e.g. Fornberg, 1996,
p. 168) from a grid expansion of the fields produced by global circulation models (sec. 2.3.1). Mantle velocities
are expanded on 1◦ × 1◦ grids with typical radial spacing of∼ 100 km; they are based on flow calculations with
maximum spherical harmonic degree�max = 63 for plate motions and�ρ

max = 31 for density fields (tomographic
models are typically limited to long wavelengths,cf. chapter 3). To suppress ringing introduced by truncation at
finite harmonics, we use a cos2 taper for the plate motions.

The tracer procedure with adaptive stepsizes and polynomial interpolation can be expected to give accurate
results (cf. van Keken and Zhong, 1999) and we have conducted several tests of our method. Using a typical plate-
motion driven flow field, we were able to reverse a globally advected tracer set with evenly distributed starting
locations at 50 km depth after 500 Myr so that the final locations differed from the initial ones by not more than
∼ 1 m.

5.4.2 Reconstructing past mantle flow

We will show that strain accumulation at most depths is sufficiently fast that, under the assumption of ongoing
reworking of texture, the last tens of Myr are likely to dominate present-day strain and anisotropy. However,
we include results where our velocity fields are not steady-state but change with time according to plate-motion
reconstructions and backward-advected density fields. Our method of calculating flow in the mantle involves
specifying the surface velocities to account for the plate-motion related flow field. We use reconstructions from
Gordon and Jurdy (1986) and Lithgow-Bertelloniet al. (1993). Figures A.4 and A.5 show the surface velocities
and plate boundaries for these reconstructions; they have been applied within the indicated time-periods without
interpolating between plate configurations during any given stage. To avoid discontinuities in the velocity field,
the transition at the end of each tectonic period is smoothed over∼1% of the respective stage length; velocities
change to that of the next stage according to a cos2-tapered interpolation. The width of this smoothing interval
was found to have little effect on the predicted long-term strain accumulation.

Figure 5.6 shows the RMS of the plate-motion induced flow as a function of depth for several time steps and
best-fit viscosity profilesηF andηG from chapter 4 (cf. Figure 4.7). Circulation is focused in the upper mantle
since both viscosity profiles exhibit an increase in the lower mantle. The shallow asthenospheric channel inη F

results in a pronounced maximum in radial flow at∼ 300 km depth, while the low viscosity “notch” at 660 km
that characterizesηG leads to an abrupt change between upper and lower mantle horizontal velocities. The rate of
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decrease of horizontal RMS velocities with depth in the upper mantle is smaller forη G than forηF because there
is less drag exerted by the lower mantle. Since this implies slower shallow, plate-motion related straining for the
ηG models, we will considerηG as an endmember case alongside the more genericη F (cf. discussion of mantle
viscosity in chapter 4). However, the physical mechanisms that might lead to anη G-type viscosity profile are only
poorly understood (e.g. Panasyuk and Hager, 1998).

While we can infer the current density anomalies in the mantle from seismic tomography (sec. 4.4.1), estimates
of the past distributions of buoyancy sources are more uncertain (e.g. Steinberger and O’Connell, 1997; Bunge
and Grand, 2000). As Figure 5.6 indicates, plate-motion related flow can provide a good approximation for
large-scale, near-surface straining patterns. Such flow will, however, not be representative of the overall straining
and mixing properties of the mantle, and we expect vigorous thermal convection to exhibit stronger currents at
depth (e.g. Ferrachat and Ricard, 1998; Kellogg and O’Connell, 1998; van Keken and Zhong, 1999). To address
more realistic circulation patterns for past convection, we also advect density anomalies,δρ, backward following
Steinberger (1996). In an Eulerian frame, the time derivative ofδρ is given by

dδρ
dt

= −∇δρ ·v, (5.1)

wherev and ∇ denote the velocity and gradient vectors, respectively. We neglect diffusion, heat production,
and phase changes in the mantle and assume adiabatic conditions. These simplifications make the problem more
tractable since diffusion is unstable under time-reversal. The density fields we predict using (5.1) will therefore
become more uncertain as we move backward in time (diffusion lengths are ofO(80 km) for κ = 10−6 m2/s and
timescales of∼ 60 Myr). In addition, advection problems like (5.1) are also numerically unstable under certain
conditions (seee.g. Presset al. (1993), p. 834ff, or Kaus and Podlachikov (2001) for a geological application).

We use Steinberger’s (1996) method, in which∇δρ is approximated with central differences in the radial
direction and spectrally in the horizontal directions. Oncedδρ/dt is calculated by (5.1),δρ is integrated forward
in time using a fourth-order Runge-Kutta scheme. We have found this approach to be somewhat unstable, even
for moderate backward advection times of∼ 40 Ma. To damp short-wavelength structure that is artificially
introduced into theδρ spectrum, especially at shallow depths, we therefore amend the method and taperδρ/dt
using a cos2 filter for � ≥ 0.75�ρ

max. With this modification, we obtain satisfactory results, as shown for an
example calculation in Figure 5.7 for density anomalies that were backward-advected to 60 Ma. We compare
the field method, discussed above, with a passive tracer approach (sec. 5.4.1) for which we distribute∼ 15,000
tracers at each of the 24 layers of the input model. Tracers carry the original density anomalies as attributes and
are advected backward in time using the same velocities as for the field method. The depth slices for the final
state (bottom row of Figure 5.7) are obtained by interpolating the unevenly distributed tracers that end up near
the layers under consideration. The field and tracer methods agree overall in terms of the heterogeneity patterns
(compare,e.g., the structure within the Pacific plate at shallow depth). However, heterogeneity amplitudes are
somewhat different and tracers are, as expected, better at preserving sharp contrasts, because the field method
suffers from numerical diffusion.

The density distribution from the passive advection experiment can be compared with a field method calcula-
tion in which density itself partly drives the flow (Figure 5.8). Since density anomalies become more important
with depth where the plate-related flow diminishes, passive-advection results (middle row in Figure 5.7) are simi-
lar to the actively advected structures at shallow depth (Figure 5.8) while they deviate more at greater depth. Fig-
ure 5.9 shows the RMS-velocity characteristics of the density-included models. As expected, radial RMS-velocity
profiles for the density-included calculations are more similar to results for thermal convection (e.g. Puster and
Jordan, 1997). Figure 5.10 shows a direct comparison with a convection model, in which we scale the present-day
temperature field of Bunge and Grand’s (2000) 3-D spherical model to density before recomputing the velocities
for Newtonian viscosity. We see that both the shape and amplitude of the RMS profiles for this convection-model
derived flow field are similar to the profiles we obtain for theη F model, based on scaled tomography in Figure 5.9
(ηF is closer to Bunge and Grand’s (2000) viscosity profile thanη G). Since Bunge and Grand’s (2000) model
is constructed such that the temperature heterogeneity matches that inferred from tomography, we should indeed
expect that the profiles look similar. However, the similarity indicates that our scaled density anomalies are of the
right order, as expected given our demonstration of dynamical self-consistency in the plate velocity inversions in
chapter 4.

We shall not be concerned with any improvement of the backward advection scheme at this point. However, we
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Figure 5.7: Comparison of density anomalies close to the present day (5 Ma, top plots) for depths of 137.5 km (left) and
700 km (right) with backward advected anomalies at the same depths at 60 Ma using the field method (middle plots) and a
passive tracer approach (bottom plots). Density was converted from tomography modelngrand (sec. 3.3.2) by zeroing out
all cratonic regions (based on 3SMAC by Nataf and Ricard, 1996) for depths shallower than 220 km and then reexpanding
the gridded data up to�max = 31. δρ scaling isRS

ρ = 0.3 (see sec. 4.4.1) for allz, but anomalies are carried passively by the
plate-motion driven flow for testing purposes.
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Figure 5.8: Actively backward-advected density anomalies at 60 Ma and 137.5 km (left) and 700 km depths (right) (as in
Figure 5.7), calculated with the field method and including the driving effect of the density anomalies themselves (RS

ρ = 0.3
for all z) as well as plate motion reconfigurations. Compare with Figure 5.7, middle row.
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Figure 5.9: RMS of radial (left sub-plots) and horizontal (right sub-plots) velocities induced by plate motions and actively
backward-advected density anomalies (derived fromngrand as described in the caption of Figure 5.7). We show RMS velocity
variations versus depth until 60 Ma forηF (a) andηG (b).
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Figure 5.10: RMS flow profiles for a circulation calcu-
lation that uses the simplified viscosity profile of Bunge
and Grand (2000) (viscosity of the lower mantle is larger
than that of the upper mantle by a factor of 100). Den-
sity was converted from the final-stage temperature field of
Bunge and Grand’s calculation (P. Bunge, pers. comm.) for
�max = 63, taking into account the depth-dependent ther-
mal expansivity used by these authors. As in Bunge and
Grand’s (2000) model, our calculation includes the effect
of plate motions.

note that active tracer methods (e.g. Schottet al., 2000) would be better suited for problems in which the detailed
distribution of density anomalies matters. The results from inversions that pursue a formal search for optimal
mantle-flow histories such that the current density field emerges (Bungeet al., 1998, 2001) should eventually
be used for future strain modeling. However, since texture is unlikely to influence the pattern of convection
significantly, the method we present next is completely general and can also be applied to a velocity field that has
been generated with more sophisticated methods than we attempt to do here.

5.4.3 Finite strain

How can we measure the deformation of material around an imaginary particle that is advected in the mantle?
The strain accumulation from an initial positionx to a final positionr can be estimated by tracking an initial
infinitesimal displacement vectordx to its final statedr (e.g. Dahlen and Tromp, 1998, p. 26ff)

x+ dx −→ r+ dr. (5.2)
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We define the Eulerian deformation-rate tensorG based on the velocityv as

G = (∇ rv)T such that dv = G ·dr. (5.3)

Here, ∇ r is the gradient with respect tor and T indicates the transpose of a matrix. For finite strains, we are
interested in the deformation tensorF,

F = (∇ xr)T , (5.4)

where∇ x is the gradient with respect to the tracerx, becauseF transformsdx into dr as

dr = F ·dx or dx = F−1 ·dr. (5.5)

The latter form with the inverse ofF, F−1, allows us to solve for the deformation that corresponds to the re-
verse path fromr to x. F will be non-singular as long as the flow field is physical and does not contain any
discontinuities. To obtainF numerically, we make use of the fact thatG andF are related by

∂
∂t

F = G ·F, (5.6)

where∂/∂t denotes the time derivative. Our algorithm calculatesG at each timestep to integrate (5.6) (starting
from F ≡ I atx, whereI denotes the identity matrix) with the same Runge-Kutta algorithm that is used to integrate
the tracer position fromx to r. To ensure that volume is conserved, we set the trace ofG to zero by subtracting
any small non-zero divergence ofv that might result from having to interpolatev. SinceF is non-singular, the
deformation matrix can be polar-decomposed into an orthogonal rotationQ and a symmetric stretching matrix in
the rotated reference frame, the left-stretch matrixL, as

F = L ·Q with L = (F ·FT )
1
2 . (5.7)

For the comparison with seismic anisotropy, we are only interested inL which transforms an unstrained sphere
at r into an ellipsoid that characterizes the deformation that material accumulated on its path fromx to r. The
eigenvalues ofL, λ1 > λ2 > λ3, measure the length and the eigenvectors the orientation of the axes of that finite
strain ellipsoid (FSE) atr after the material has undergone rotations. (The alternative polar-decomposition’s right-
stretch matrixR, F = Q ·R, corresponds to a strain-ellipsoid with principal axes that refer to the orientation and
location before deformation;e.g. McKenzie and Jackson, 1983).

Our approach is similar to that of McKenzie (1979), as applied to subduction models by Hallet al. (2000).
However, those workers solve (5.6) by central differences while we use Runge-Kutta integration. Moreover, Hall
et al. calculate the FSE based onB−1 where

B−1 =
(
F−1)T ·F−1. (5.8)

Hall et al. define a stretching ratio,si, from the undeformed to the deformed state in the direction of thei-
th eigenvector ofB−1 with eigenvalueγi as si = 1/

√γi. SinceB is equivalent toL2, andB as well asL are
symmetric, both approaches yield the same results when we identify theλ i with the si after sorting accordingly.
Numerically,L2 is faster to calculate since it does not involve finding the inverse ofF.

We introduce “natural strains” as a convenient measure of stretching

ζ = ln

(
λ1

λ2

)
and ξ = ln

(
λ2

λ3

)
, (5.9)

following Ribe (1992) who shows that the orientations of fast shear wave propagation rapidly align with max-
imum stretching eigenvectors in numerical deformation experiments, regardless of the initial conditions. After
ζ andξ � 0.3, there are essentially no further fluctuations in fast orientations. Using a logarithmic measure of
strain is also appropriate based on the modeling result of Ribe (1992) who found that the amplitude of seismic
anisotropy grows rapidly with small linear strain and levels off at larger values, aboveλ 1/λ2 ∼ 2. When we
average fast strain orientations with depth for the comparison with seismic anisotropy, we scale each observation
with ζ to incorporate these findings. This is a simplification since some of Ribe’s (1992) experiments indicate
a more rapid saturation of anisotropy amplitude at large strains. However, differences between logarithmic and
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linear averaging of strain orientations are usually not large. We therefore defer the inclusion of a more detailed
anisotropy amplitude scaling to future work when we can treat texture more realistically,e.g. using Kaminski and
Ribe’s (2001) approach.

All of our flow calculations are performed in the no-net-rotation reference frame since our model cannot
generate any net rotation of the lithosphere as it has no lateral viscosity contrasts (see 4.3.1 and O’Connellet al.,
1991). A prescribed net rotation of the surface would not produce any strain but simply lead to a rotation of the
whole mantle. Shear-wave splitting observations are, however, commonly compared with APM orientations in a
hotspot reference frame (e.g. Vinnik et al., 1992). As mentioned previously, the global misfit between velocities
and splitting is indeed better if we allow for a net rotation in the plate motions. The simplest explanation for
this agreement is that the orientation of velocity vectors in the APM frame at the surface corresponds to a simple
shear layer in an asthenospheric channel between the plates and a stationary deep mantle. Such a view of mantle
convection differs from our view of global circulation as closely coupled to the motion of the plates, arguments for
which were reviewed in chapters 3 and 4. Since lateral viscosity variations exist in the mantle, a net rotation may
be generated by convection. However, as shown by Steinberger and O’Connell (1998), the net rotation component
in hotspot reference frames such as HS2 may be biased owing to the relative motion of hotspots. We will compare
our NNR-frame derived strains with the quasi-null hypothesis of a correlation between splitting and plate-wide
surface-velocity orientations below. In some cases, a better fit is obtained for strain-derived anisotropy, leading
us to question the hypothesis of alignment with surface velocities, both for the APM and NNR reference frames.
Since we cannot treat effects such as escape flow around continental keels properly with our method, questions
about possible local alignment with flow relative to a deep mantle remain.

We formulate the followingad hoc rules to determine the finite strain from circulation models. Our first
approach consists of following a tracer that starts atr backward in time for a constant intervalτ to locationx
while keeping track of the deformationF ′ (τ ∼ 5 Myr). We then calculate the strain that would have accumulated
if the tracer were to move from an unstrained state atx to r, given by (F ′)−1. Such an approach would be
appropriate if texture formation were only time-dependent; theτ → 0 result is related to the instantaneous strain
rates. Our second, alternative, approach defines a threshold strainζ c above which any initial texture gets erased,
as would be expected from the results of Ribe (1992) (ζ c ∼ 0.5). In this case, we only have to advect backward
until ζ or ξ, as based on(F′)−1, reachesζc; we iterate to matchζ(r) to ζc within 2%. The tracer trajectory will
correspond to different time intervals depending on the initial position of the tracer, as will be addressed below.
We stop backward advection for tracers once they are below 410 km, where we expect that the phase transition
from olivine to theβ-phase (e.g. Agee, 1998) will erase all previous texture. For most of the models, we will
consider the flow field as steady-state but not advect back in time for more than 43 Ma, the age of the bend in
the Hawaii-Emperor seamount chain that marks a major reorganization of plate motions (e.g. Gordon and Jurdy,
1986). We will show that changes in plate motions affect only the very shallowest strains for continuous strain
accumulation.

Freezing of strain

As reviewed by Savage (1999), there is evidence that olivine crystals will not reorient themselves easily below a
critical temperature of∼900◦C (Goetze and Kohlstedt, 1973). This implies that the shallowest anisotropy might
be frozen in, representing previous tectonic strain accumulation which may have no correlation with the current
pattern of convection (Silver, 1996). This is the reason we expect our models to have difficulty capturing the
anisotropy in old continental regions. In the oceans, frozen-in fossil spreading directions have also been invoked
to explain azimuthal anisotropy (e.g. Nishimura and Forsyth, 1989; Yu and Park, 1994).

In our models, strain accumulation is normally active at all times. However, the high viscosity of the litho-
sphere and the small lateral gradients in surface velocity limit the shallow strain-rates. If we had a good model of
past seafloor ages to complement paleo plate-motion datasets, or a general thermal circulation model, it would be
possible to infer a depth distribution of temperature and apply simple rules for the freezing of strain. While maps
of past seafloor age have been published (Lithgow-Bertelloni and Richards, 1998), they are not easily accessible.
Instead of assembling synthetic seafloor-age maps from the plate reconstructions, we use an empirical relationship
between the horizontal divergence of near-surface velocities and seafloor age at the present day to infer past ages
(Figure 5.11). While not very accurate, our approach should suffice to explore the effects of shallow, frozen-in
strain and is easy to implement. In practice, we determine a critical depth,z c, of the T = 0.5Tm isotherm as
described in the caption of Figure 5.11, limited to 70 km maximum depth. If tracers are closer to the surface
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Figure 5.11: Top: Seafloor age from
Müller et al. (1997) versus horizontal di-
vergence,∇ hv, of the velocity field of
a �max = 63 plate-motion only calcula-
tion with ηF at 50 km depth (sampled
at 1◦ ×1◦ intervals for areas covered by
Müller et al.’s (1997) data). The max-
imum horizontal divergence at the sur-
face, ∇ hv|surf.

max, is used for normalizing
∇ hv. Bottom: normalized∇ hv versus in-
ferred depth of theT = 0.5Tm isotherm
from half-space cooling. Here,Tm de-
notes the temperature of the mantle be-
low the lithosphere. The depthzc of
this isoline is given by 0.95

√
κt where

κ = 10−6 m2/s is thermal diffusivity, the
prefactor is≈ 2× the inverse error func-
tion of 0.5, andt the age of the seafloor.
We limit zc to 70 km maximum depth
and show an approximate upper bound
that fits most of the data,zc[km] =−21+
25/(∇ hv/∇ hv|surf.

max +0.28).
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thanzc, their symmetric strain-accumulation is halted and the previous strain ellipsoid is only allowed to rotate.
Numerically, the freezing is modeled by replacingG in (5.6) with its anti-symmetric partW (the rotation-rate
tensor, or vorticity) which we find by Cartesian decomposition

W = G−D =
1
2

(
G−GT)

, (5.10)

where the symmetric part,D, is the strain-rate tensor.

5.4.4 Examples of finite strain accumulation

We examine strain accumulation by following individual tracers close to plate boundaries in order to develop an
understanding of the global, convection-related strain field. Our examples are improvements over previous work
(e.g. McKenzie, 1979; Ribe, 1989; Hallet al., 2000) in that they are fully 3-D and are based on realistic estimates
of present and past mantle circulation. Flow calculations were performed for a mantle model of the Hager and
O’Connell (1981) type in which the creep rheology is Newtonian, as would be expected for the diffusion-creep
regime of the high-temperature deep mantle (e.g. Ranalli, 1995). However, lattice-preferred orientation of olivine,
and hence LPO-related anisotropy, forms only in the dislocation-creep regime, which is characterized by a stress
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Figure 5.12: Horizontal projection of the
largest principal axes of strain ellipsoids
(sticks) and horizontal cut through FSEs (el-
lipses) centered at tracer positions in plate-
motion driven flow around the East Pacific Rise
(EPR, see sec. 5.4). Tracer positions are shown
at 5 Myr intervals, starting at 300 km depth,
with depth color-coded according to the scale
given below the map.

weakening power-law. We expect that Newtonian mantle flow fields will be similar to those with power-law creep
(e.g. Christensen, 1984) and therefore think that velocities in our models should resemble the actual large-scale
circulation pattern in the mantle. A quantitative study of 3-D circulation with power-law rheology to validate
this assumption remains to be undertaken. Given the variations in texture that were found in regional models
that incorporated greater rheological complexity (Hallet al., 2000), or a more sophisticated treatment of texture
development (e.g. Blackman and Kendall, 2002), it seems reasonable not to attempt to combine all aspects of the
problem at this point but to focus instead on treating flow with greater realism in global 3-D models.

For simplicity, the flow field used for our divergent margin example for the East Pacific Rise (Figure 5.12)
includes only plate-motion related flow, calculated by prescribing NUVEL1 (DeMetset al., 1990) NNR velocities
at the surface. The largest stretching axes align roughly perpendicular to the ridge and mostly in the horizontal
plane (horizontal projections of largest FSE axes align with the horizontal cut through the strain ellipsoid). The
ridge-related strain pattern, with fast seismic anisotropy orientations parallel to spreading-directions, has been
observed globally for surface waves (e.g. Forsyth (1975), Nishimura and Forsyth (1989), Montagner and Tanimoto
(1991), Ekstr¨om (2001), and Figures 5.3 and 5.5c) and has been interpreted in terms of a general plate tectonic
framework (e.g. Montagner, 1994). LocalSKS measurements to complement observations around ridges are, so
far, only available for the MELT experiment (see Wolfe and Solomon (1998) and Figure 5.4); we discuss our fit
to Wolfe and Solomon’s (1998) data in sec. 5.7.1.

The strain evolution at convergent margins (Figure 5.13) can be divided into two stages: first, we see com-
pression in the plane of the slab as material is forced into the mantle, as shown in Figure 5.13a (without slab pull)
and the initial phases of Figure 5.13b. In this stage, the largest stretching axes are nearly radial, and the horizontal
part of the FSE shows trench-parallel elongation. In the second stage, for greater depths and when slab pull is
included (stb00d density, see sec. 3.3.4, in Figure 5.13b), deep stretching becomes more important and leads to
deformations such that the largest stretching axes rotate perpendicular to the trench and become more horizontal.
In the regions where the largest eigenvector points in a nearly radial direction, the elongated horizontal part of
the FSE approximately follows the trench geometry and shows varying degrees of trench-parallel alignment. In
regions where measurements forSKS waves, traveling nearly radially, yield zero or small anisotropy but where
more horizontally propagating localS phases show splitting (Fouch and Fischer, 1998), the (smaller) horizontal
deformation component may be important. This is particularly the case if crystallographic fast axes are distributed
in a ring rather than tightly clustered around the largest FSE eigendirection (cf. Figure 5.1), in which case the re-
solved anisotropy may be trench parallel. However, Hallet al. (2000) show that synthetic splitting in 3-D flow
derived from ray-tracing is mostly trench-perpendicular in the back-arc region if fast wave propagation is assumed
to be always oriented with the largest eigenvector of the FSE. Therefore, slab rollback or escape flow around a slab
that impedes large scale currents in the mantle is usually invoked as an explanation for trench-parallel splitting
measurements (e.g. Russo and Silver, 1994; Buttles and Olson, 1998; Hallet al., 2000; Smithet al., 2001). We
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Figure 5.13: Horizontal slices through FSEs and projections of the largest stretching axes (sticks) for tracers in (a) plate-
motion-only and (b)stb00d density-included flow at 5 Myr intervals for part of the South American subduction zone. Ellipses
are drawn at tracer positions as in Figure 5.12, moving from west to east and starting at 50 km depth in the Nazca plate. Note
the variations in predicted slab dip along strike as indicated by the final depth of the tracer locations (cf. sec. 2.3.2).

will analyze our predictions for circum-Pacific subduction zones further in sec. 5.7.2.
First, we put regional flow into a global framework by discussing individual tracers that accumulateζ c = 1

strain before arriving in the lithosphere (Figure 5.14). We now use evolving paleo plate-motions since 60 Ma,
for simplicity without any density-driven flow. The convective reorganization at 43 Ma is clearly seen in the
Pacific tracer paths in Figure 5.14a. From comparing the lengths of the individual trajectories in Figure 5.14a and
Figure 5.14c (final locations of tracers are identical for Figure 5.14a – c; tracers are plotted in 5 Myr intervals
along their paths) we can estimate the rate of strain accumulation that material undergoes along the tracer paths.
At 50 km depth (Figure 5.14a), strain rates are small, especially under the continents, and some tracers do not
reachζc = 1, even after 60 Ma. However, strains ofζ ∼ 1 are reached within a few tens of Myr at 100 km depth.
Figure 5.14b is identical to Figure 5.14a except that we allow “freezing” of shallow strain according to sec. 5.4.3.
As a consequence, little strain accumulates globally at 50 km since all deformation is focused around the ridges
and tracers do not travel far enough in 60 Ma for large areas to be affected. Local orientations for frozen-in strain
differ somewhat from those for constant reworking (Figure 5.14a).
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Figure 5.15: Depth-averaged (upper mantle, 50 km≤ z ≤ 400 km) finite strain forτ = 10 Myr strain accumulation and
plate-motion related flow only, viscosity profileηF . Thin black sticks are plotted at every∼5th tracer location and indicate the
orientation of the horizontal projection of the largest axis of the FSE, scaled with the logarithmic strainζ (see legend below
map). Background shading denotes∆Frr = Frr −1, and thick gray sticks show fast orientations and amplitude of our 3◦ ×3◦
averaged shear-wavesplitting (SKS only) dataset (cf. Figure 5.5a).

5.5 Global finite-strain maps

5.5.1 Plate-scale circulation

Figure 5.15 shows the global,τ = 10 Myr time interval, depth-averaged strain field for a circulation calculation
that incorporates only plate-driven flow usingη F . For simplicity, plate motion is assumed to be steady-state. We
focus on the horizontal projection of the largest stretching direction ofL, showing the orientation of maximum
FSE extension as sticks whose lengths scale withζ. The background shading in Figure 5.15 shows∆L rr = Lrr −1
as an indication of stretching in the radial,r, direction. Strain was calculated for∼ 10,000 approximately evenly
distributed tracers (≈ 2◦ spacing at equator) for each layer, which were placed from 50 km through 400 km depth
at 50 km intervals to sample the upper mantle above the 410-km phase transition. The horizontal projections of
the largest principal axes of the strain ellipsoid are depth averaged after weighting them with theζ-scaled strain
at each location (cf. sec. 5.4.3), while the radial,∆Lrr, part is obtained from a simple depth average. The strain
orientations will be interpreted as a measure of the depth-averaged anisotropy, and as the cause of the shear-
wave splitting that is observed. A more elaborate approach that includes raytracing (e.g. Hall et al., 2000) might
be needed for work that goes beyond exploring regional-scale patterns since variations in anisotropy with depth
might affect the measured splitting in a non-linear fashion (Saltzeret al., 2000).

The finite-strain field of Figure 5.15 is similar to instantaneous strain-rates in terms of the orientations of
largest extension, which are dominated by the shearing of the upper mantle due to plate motions. However,
orientations are not identical to those expected to be produced directly from the surface velocities (e.g. Figure 5.5a)
because of return flow effects. The depth-averaged strain forτ = 10 Myr is furthermore dominated by radial
extension (positive∆Frr, i.e. horizontal compression) at both ridges and trenches, unlike for instantaneous strain
(or smallτ) where ridges are under average radial compression. This effect is due to the large radial stretching
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Figure 5.16: Depth averaged finite strain for constantζc = 0.5 strain accumulation and plate-motion related flow only, vis-
cosity profileηF . We use steady-state flow and stop advection at 43 Ma (cf. Figure 5.15, but note that strain scale is changed).

of material that rises underneath the ridges before being pulled apart sideways and radially compressed at the
surface. This observation may explain the fastvSV anomaly in surface wave models for the EPR (sec. 5.3.1). In
general, strain accumulation for constant time models is strongest underneath the fast-moving oceanic plates.

Figure 5.16 shows results for constant finite strain,ζ c = 0.5, assuming that this is a relevant reworking strain
after which all previous texture is erased (Ribe, 1992). As a consequence, most horizontal strains are of compara-
ble strength, with some exceptions, such as the Antarctic plate around 30◦ W/60◦ S. There, shearing is sufficiently
slow that it would take more than our cutoff value of 43 Ma to accumulate theζ c strain. Figures 5.17 and 5.18
explore such variations in the rate of strain accumulation, showing histograms of tracer advection distance and
time required to achieveζ c (“age”, Figure 5.17) and maps of tracer age (Figure 5.18) for 50 km and 250 km
depth for theζc = 0.5 model of Figures 5.16. In accord with the examples from Figure 5.14, we find that most
shallow strain markers (within the high-viscosity lithospheric layer) have our age-limit oft c = 43 Ma, implying
that strain accumulation is limited within the “plates” that move coherently without large interior velocity gradi-
ents (Figures 5.17a and 5.18a). For deeper layers (Figures 5.17b and 5.18b), where shearing is stronger, strain is
accumulated more rapidly such thatζ = 0.5 is reached by most tracers before 20 Myr and at smaller horizontal
advection distances than at shallow depth. Figure 5.18b demonstrates that certain regions underneath continents
have particularly slow strain accumulation from plate-scale flow; most of these features occur where minima in
the amplitudes of surface velocities are found.

All of the observations for strain due to plate motions are robust in the sense that the large-scale patterns
have only moderate dependence on the details of the viscosity structure as long as a canonical profile with high-
viscosity lithosphere, lower-viscosity upper mantle (100 km< z < 660 km), and higher-viscosity lower mantle
(e.g. ηD or ηF in sec. 4.5) is used. However, considering only plate motions means that flow is concentrated in
shallow layers, especially when there is a strong increase in viscosity with depth. If we include a low-viscosity
channel at 660 km by usingη G (cf. Figure 4.7), the velocity gradient in the upper mantle is smaller than forη F

since most of the shear is focused in the low viscosity channel (sec. 5.4.2). For our constant-strain models, this
implies that larger areas will fail to reachζ c strains of 0.5 before the cut-off time whenη G is used instead ofηF .
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Figure 5.17: Histograms of tracer “ages” (i.e. duration ofζc-strain accumulation) and approximate path lengths forζc = 0.5
(see Figure 5.16) for plate motions only andηF . We show horizontal (∆x) and vertical (∆z) distance traveled between initial
and final position, and age for tracers at final depths of 50 km (a) and 250 km (b).N/N0 denotes relative frequency, and tracer
locations are chosen such that they evenly sample the surface areas of the respective layers. (Velocities are assumed to be
steady-state and the cut-off age is 43 Ma.)

(a)

0˚ 60˚ 120˚ 180˚ 240˚ 300˚ 360˚

-60˚

-30˚

0˚

30˚

60˚

0 10 20 30 40

[Myr]

(b)

0˚ 60˚ 120˚ 180˚ 240˚ 300˚ 360˚

-60˚

-30˚

0˚

30˚

60˚

0 10 20 30 40

[Myr]

Figure 5.18: Age of tracers at 50 km (a) and 250 km (b) depth for constant strain accumulation (ζc = 0.5) and plate-motion
related flow only (cf. Figures 5.16 and 5.17), with viscosityηF .

Largest stretching orientations for the plate-motions onlyη G model are also somewhat different from those for
ηF , and correlate better withSKS splitting, mostly because strain underneath the Americas follows the observed
orientations more closely than strain forη F .
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5.5.2 Mantle density driven flow

Figure 5.19 showsζc = 0.5 depth-averaged strain for flow that includes the effect of plate-related motion plus
internal densities as derived from tomography modelsmean from sec. 3.3.3.R S

ρ (sec. 4.3.4) is assumed to be zero
for depths shallower than 220 km and 0.2 elsewhere, as in sec. 4.4.1. With the caveat that we are interpreting
the instantaneous flow that should be characteristic of mantle convection at the present day as steady state for
several tens of Myr, we find that the inclusion of mantle density leads to a concentration of radial flow and
deformation underneath South America and parts of East Asia. These features are related to past subduction
where the circum-Pacific downwellings exert strong forces on the overlying plates (cf. Steinbergeret al., 2001;
Becker and O’Connell, 2001a). Forη F , smaller-scale structure due to density anomalies is most clearly visible
within continental plates, which were characterized by large-scale trends for plate motions alone. Other patterns
include a west-east extensional orientation in East Africa, related to an upwelling that correlates with the rift-
zone tectonics. The predicted strain forη G (Figure 5.19b) is, expectedly, more complex. Since the low viscosity
notch ofηG partly decouples the upper and lower mantle in terms of shearing, upwellings such as the one in the
southwestern Pacific (the superswell region) are able to cause a relatively stronger anisotropy signal than for the
ηF model. Figure 5.20 shows how the tracer strain accumulation is affected by the additional density-related flow.
We show results for tracer ages and path lengths for 250 km depth only (cf. Figures 5.17b and 5.18b) because
shallow strains are similar to those from plate motions only. Tracers are shifted toward smaller strain ages on
average and distributions are smoother for flows that include buoyancy.

In contrast to the plate-motion only models, finite strain from density-driven flow is quite sensitive to the
input models and viscosity structures in terms of the local orientations of the largest stretching axes (e.g. Fig-
ure 5.19). This is to be expected, given that tracer advection will amplify small differences between tomographic
models. Figure 5.19 is therefore only an illustration of the large-scale features predicted by the lowest-common-
denominator tomography modelsmean; individual high resolution models (e.g. ngrand) lead to more complex
strain predictions. One measure of radial variations of strain in the upper mantle is presented in Figure 5.21; we
show the cumulative, absolute difference in orientations of the horizontal projection of largest principal FSE axes
(regardless ofζ-amplitude) from 50 km to 400 km depth,Φ = (Σ∆α)/∆z. Figure 5.21 compares plate-motion
only andsmean density-included flow forζ c = 0.5. The largest cumulative rotations of strain are found in regions
of strong radial flow and stretching in the mantle, at ridges and trenches. Absolute angles of rotation of strain
with depth reach∼ 300◦ in places; such rotations might have a significant effect on shear-wave splitting (Saltzer
et al., 2000). However, a direct comparison is complicated since Saltzeret al. used a continuous rotation of fast
orientations and we are dealing with clockwise and counterclockwise rotations (which both are counted positive
for Φ). Figure 5.21b showsΦ for flow that includessmean density; as in the global maps for strain, we observe
that additional structure is found within the continents and the large oceanic plates. Refinement of such analyses
of rotations of anisotropy with depth together with ray-tracing should help clarify splitting observations.

If we visually compare the horizontal projections of the largest principal axes of the FSE from the global,
depth-averaged strain predictions with the observed and synthetic splitting orientations from Figure 5.5, we see
that agreement between strain and splitting is good in most oceanic and young continental regions,e.g. the western
US. In older continental regions (e.g. the eastern US and eastern South America) agreement is poor. We also
observe large misfits between extensional strain and splitting in New Zealand and NE Tibet, both regions where
shearing has been supposed to dominate tectonic deformation. Figure 5.22 quantifies the global misfit of several
models with a 1◦×1◦ average ofSKS splitting orientations similar to Figure 5.5a. We show strain-derived models
(see caption for acronyms, flow was calculated with scaling factors as in sec. 4.4.1) and those that are based on
the corresponding velocity orientations (also depth-averaged) to test the hypothesis that splitting is aligned with
with APM (“v.nr”) or NNR (“v”) flow orientations. Viscosity profiles were selected based on our inversions in
chapter 4 and mantle models are representative of tomography (smean) and geodynamic (stb00d) approaches;
rum contains upper mantle slabs in regions with seismicity only.

The radially averaged〈∆α〉 values of Figure 5.22 can be compared with the surface APM orientation derived
misfits of〈∆α〉 = 31.2◦ (sec. 5.3). Most APM misfits are better than those for NNR velocities. Figure 5.22 also
shows that some strain-derived models have comparably low misfits, but none of the strain-derived orientations
fit the SKS data better than alignment with velocities. Some of the tomography-included models lead to smaller
misfits for largerζc or τ strains while the opposite is true for plate-motion only models. It is difficult to interpret
these findings given the uneven distribution of theSKS data that samples mostly continents where we expect that
our method will lead to the least reliable estimates of anisotropy. It is therefore possibly premature to draw any
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Figure 5.19: Depth-averaged finite-strain forζc = 0.5 strain accumulation in plate-motion andsmean-driven flow for viscosity
profilesηF (a,cf. Figure 5.16) andηG (b).
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Figure 5.20: Tracer trajectory endpoint and age histograms
(a,cf. Figure 5.17b) as well as age map (b,cf. Figure 5.18b)
for tracers at 250 km from aζc = 0.5 model with plate-
motions plussmean, ηF .
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Figure 5.21: Cumulative absolute rotation of the horizontal projection of largest FSE axis,Φ, for ζc = 0.5 plate-motion only
model (a,cf. Figure 5.16) and plate motions andsmean (b, cf. Figure 5.19a), both withηF . Φ was calculated by summing
up absolute orientation differences (noζ-weighting, 0◦ ≤ ∆α ≤ 90◦) for tracers between subsequent layers with mid-layer
depths between 50 km and 400 km (∆z = 400 km; 50 km thick layers from 25 km – 425 km).Σ∆α/∆z = 0.5◦/km therefore
corresponds to 200◦ cumulative differences in fast axes orientations.

conclusions from a global misfit estimate such as Figure 5.22. However, flow-field derived strain does not lead to
better results than alignment with flow itself in terms of mean orientational misfit withSKS.

5.5.3 Changes in plate motions

The global models described in the previous section were all based on steady-state flow with a cut-off age,t c,
of 43 Ma. We conducted additional experiments where we allowed for evolving plate boundaries and backward-
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Figure 5.22: Global mean orientational mis-
fit 〈∆α〉 between 1◦ × 1◦ averagedSKS split-
ting data and depth-averaged “anisotropy” as
derived from the horizontal projection of the
largest FSE axes (ζ-weighting) or from veloc-
ity field orientations.y-axes: “v” and “v.nr” are
for NNR and APM (HS2-NUVEL1) reference-
frame velocities, respectively;τ and ζc refer
to fixed time (in Myr) and fixed strain, re-
spectively. “pmX” indicates plate-motion only
models with viscosityηX , appended model
names likerum imply that density driven flow
was included. ∆α was calculated at the cen-
ter of grid boxes with entries in our splitting
data,〈∆α〉 is the area weighted mean, andN
the number of observations. For simplicity, we
do not weight by the anisotropy amplitudes.

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

τ=10

τ=5

τ=1

ζc=1

ζc=0.5

ζc=0.2

v

v.nr

pmD

pmF

pmG

pmDsmean

pmFsmean

pmGsmean

pmDrum

pmFrum

pmGrum

pmDstb00d

pmFstb00d

pmGstb00d

N=430

30 35 40 45

〈∆α〉  [deg]

advected density anomalies as described in sec. 5.4.2. Given our findings for the depth dependence of strain-
rates from above, results forz � 150 km were, as expected, similar to the steady-state models; depth averages
with uniform weight for each layer as in Figures 5.16 and 5.19 are, thus, not strongly modified. Figure 5.23
explores some of the variations in predicted strains for shallow depth, atz = 50 km. We show results fromζ c = 1
calculations to allow for long tracer paths before the cut-off strain is reached, choosingz and t c such that the
differences between strain as produced from steady-state and evolving circulation are largest. Plate boundaries
that change with time and advected density anomalies will introduce more complexity at small scales. We find
that the large-scale effects of evolving plate boundaries are modest, however, even when we go back beyond the
bend in the Hawaii-Emperor seamount chain at 43 Ma tot c ∼ 60 Ma (Figure 5.23c). The most prominent feature
for tc ∼ 60 Ma for plate motions is a break in the Pacific pattern such that fast orientations are locally oriented
perpendicularly to the present-day spreading orientations around 225◦W/15◦S. Only for very long times,e.g.
tc = 120 Ma, do we find significantly different plate-scale patterns, such as in the Western Pacific (Figure 5.24a). If
we include buoyancy (smean with noz < 220 km contributions) we find that the shallow strain pattern underneath
regions that moved coherently for plate-motions only is weakened or disrupted (Figure 5.23b). This effect is
particularly strong for non steady-state flow (Figure 5.23d) since the smaller-scale density-related currents change
over time. If we include non-tectosphere density fromsmean for z < 220 km, details in the fast orientations
change slightly and more pronounced straining occurs underneath Eastern Africa.

Since evolving plate boundaries mainly affect shallow structure, we can expect thatSKS-based shear-wave
splitting observations will be only slightly modified by the uncertainties in such reconstructions and the overall
effect of non steady-state flow. For short-period surface waves with strong sensitivity to shallow structure, such
as 50-s Rayleigh waves (sec. A.2.1) the effect may be larger. We therefore analyze whether strain predictions that
include evolving plate boundaries lead to a better fit to the surface-wave data than steady-state models.

5.5.4 Frozen strain

Like evolving plates, frozen strain orientations should only affect the shallow regions of the mantle and lithosphere
for long advection times. Figure 5.24 compares two models based on plate-motion related flow fort c = 120 Ma
andζc = 1 at 50 km depth with and without frozen-in shallow strains belowz c (sec. 5.4.3). Most regions that are
covered by continents at the present day show almost no strain accumulation at 50 km in the frozen-strain model
since those regions are, by definition, so “cold” thatzc is at the depth limit of 70 km at all times. In the oceans, the
ridge pattern of Figures 5.24a and b are similar up to a seafloor age of∼ 30 Ma, after whichz c is deeper than most
tracers. The large-scale effects of frozen strain in the oceanic plates are most clearly seen in the Pacific, where
most of the Central Pacific pattern in Figure 5.24a is rotated counterclockwise toward the south in Figure 5.24b.
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Figure 5.24: Horizontal projection of largest FSE stretching orientation for plate-motion only calculation withηF for ζc = 1
at 50 km depth, cut-off time for the plate motion history istc = 120 Ma. (a): normal calculation, to be compared with
Figure 5.23a and b, (b): shallow strain abovezc is “frozen in” according to sec. 5.4.3.

5.6 Global comparison with surface waves

We now present an initial comparison of our results for global strain with azimuthal anisotropy maps from
Rayleigh waves.

5.6.1 Resolution of Rayleigh wave 2φ-anisotropy inversions

As discussed in secs. 5.3.1 and A.2.1, inversions of phase velocities for azimuthal anisotropy are complicated by
trade-offs between isotropic and anisotropic parameters (e.g. Laske and Masters, 1998). Furthermore, the uneven
spatial and azimuthal coverage of raypaths might map itself into apparent anisotropic structure (e.g. Tanimoto
and Anderson, 1985). To address these issues, we show a recovery test for Rayleigh waves atT = 50 s period
by G. Ekström (pers. comm.) in Figure 5.25. The same inversion procedure that led to the phase-velocity maps
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Figure 5.25: Input (open bars) and recovered (black sticks) azimuthal anisotropy for Rayleighwaveswith period 50 s using
the dataset and inversion procedure of Ekstr¨om (2001). The inverted structure has some artificial 4φ-power (thin crosses), zero
in the input model which is based onζc = 0.5, plate motions, andsmean (cf. Figure 5.19a). All anisotropy shown on the same,
linear scale; maximum amplitudes are indicated below the map. Background shading is∆̂α, the orientational deviation∆α
scaled by the localD2φ amplitude of the input model, normalized such that the maximum of∆̂α and∆α are identical.

shown in Figure 5.3 and below (D2φ andD4φ damped 10 times stronger thanD0) was used to test our ability to
recover a synthetic input model using the available data coverage. To make structure in the input model as realistic
as possible, 2φ-anisotropy was inferred from a steady-state circulation model withη F which we consider to be
representative of our results for global strain. The flow model includes the buoyancy effect ofsmean and strains
were calculated forζc = 0.5 (cf. Figure 5.19a). As for the global maps in sec. 5.5, the horizontal projections of
the largest FSE axes were scaled withζ to account roughly for the strength of inferred seismic anisotropy; we
additionally weighted each layer according to the 50-s Rayleigh wave sensitivity-kernel of Figure A.7a. Maxi-
mum predicted strains were scaled to a 1.5% 2φ-anisotropy amplitude (resulting in 0.6% RMS variation) and the
isotropic andD4φ variations were set to zero. Then, random noise without spatial coherence was added to mimic
the observational uncertainties and to test the robustness of the method. The resulting variance reduction of the
inversion was only 14% forD0, implying that little of the spurious signal was fit.

Figure 5.25 shows that the orientations of azimuthal anisotropy of the input model are generally well re-
covered. Exceptions are found in the Middle East, in the Aleutians, the Cocos-Nazca plate area, and along the
northern mid-Atlantic ridge system. To quantify these azimuthal deviations, we calculate the local misfit∆α
(0◦ ≤ ∆α ≤ 90◦), shown in a histogram in Figure 5.26a. We also compute∆̂α by multiplying ∆α with the input
model amplitudes to give less weight to small-signal regions;∆̂α is shown as background shading in Figure 5.25
and normalized such that weighted and original maximum deviations are identical. We will experiment with the
function

1− ∆̂α/∆̂αmax, (5.11)

where ∆̂αmax is the maximum scaled deviation, as a measure of the reliability of surface-wave inversions in
recovering 2φ orientations in our comparison of model predictions and real phase-velocity inversions in the next
section.

The amplitude recovery of the test inversion is not as good as the azimuthal fit; it is poor for the south-west
Indian Ocean, the northern Atlantic, the Scotia plate region, and the north-west Pacific. Globally, the average of
the log10 of the recovered 2φ signal over the input 2φ amplitude is−0.062, corresponding to a mean amplitude
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Figure 5.26: Orientational misfit histogram∆α (a, gray bars) for equal-area spatial sampling of the recovery test of Figure 5.25,
N/N0 denotes relative frequency. Open bars show misfit observations restricted to areas with input model 2φ-amplitudes
≥ 25% of the maximum input. (b) Histogram of amplitude recovery as expressed by the decadic logarithm of inversionD2φ

over inputD2φ-amplitudes (gray bars, open bars restricted to strong-amplitude input as in (a)).

recovery of 86.7% (Figure 5.26b). Regions in which anisotropy strength is overpredicted are found at some
trenches (e.g. Central Chile), where the inversion gives a trench-perpendicular signal while the input model has
small amplitude with FSE primarily radial. The area-weighted mean orientational misfit,〈∆α〉, is 18.8◦, which is
reduced to 13.4◦ if we weight the misfit by the input-model 2φamplitudes. Restricting ourselves further to oceanic
lithosphere (as given by 3SMAC; Nataf and Ricard, 1996),〈∆α〉|oc. = 11.8◦. If we weight the global misfit by
input and output model amplitudes (assuming small output amplitudes indicate poor resolution),〈∆α〉 = 9.9 ◦.
These values can be used to guide us in judging misfits between observations and model predictions.

To evaluate the (possibly different) trade-offs that occur in the presence of coherent isotropic structure, we have
analyzed a second resolution test by G. Ekstr¨om in which the random noise in the inputD 0 signal was replaced by
slowness anomalies derived from the crustal model CRUST5.1 (Mooneyet al., 1998). The recovered anisotropic
signal is similar to that of the first experiment, with mean azimuthal misfit〈∆α〉 = 13.7◦ (weighted by input
D2φ) and mean log10-amplitude recovery of 87.1%. If the 4φ-terms are suppressed by damping them much more
strongly thanD2φ, the result is, again, similar to that shown in Figure 5.25 but the azimuthal misfit and amplitude
recovery are slightly improved to〈∆α〉 = 12.5◦ (weighted by inputD2φ) and 90.3%, respectively. Assuming that
theT = 50 s results are representative of deeper-sensing waves as well, the resolution tests are very encouraging
since they imply that surface-wave based inversions for azimuthal anisotropy are robust when performed carefully.
The number of parameters of an inversion forD 2φ is larger than that of an isotropic inversion; the corresponding
increase in degrees of freedom cannot be justified based on the improvement in variance reduction alone (Laske
and Masters, 1998; Ekstr¨om, 2001). However, the pattern that such an anisotropic inversion predicts is likely to
be a real feature of the Earth and not an artifact. If our synthetic input model is a valid first-order representation of
real large-scale anisotropic structure in nature, the resolution analysis can guide us in the interpretation of model
misfit when compared to the inversion results.

5.6.2 Global azimuthal-anisotropy model fit

Figures 5.27 and A.8 compare maps for Rayleigh wave 2φ anisotropy from Ekstr¨om’s (2001) inversion with
predictions from our preferred strain model, obtained by depth averaging (using the appropriate kernels from
sec. A.2.1) of theζ-scaled horizontal projection of the largest axes of the FSE. The calculation usesζ c = 0.5-strain
and includes the effects of plate motions,smean buoyancy (including non-tectosphere structure forz < 220 km),
and changes in plate-configurations fort c = 60 Ma. We find that much of the measured signal in the oceans can
be explained by LPO orientations and finite strain as predicted from our global circulation model. We show a
histogram of the angular misfit,∆α, for T = 50 s in Figure 5.28; the largest misfits are typically found in regions
of smallD2φ-amplitudes or in the continents, where anisotropy may be related to past deformation episodes.

The laterally averaged misfits are compared for several different models in Figure 5.29, Figures A.9, and A.10
for T = 50 s,T = 100 s, andT = 150 s, respectively. We tried weighting the misfit in a number of ways but think
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Figure 5.27: Comparison of Rayleighwave 2φ-azimuthal anisotropy from Ekstr¨om (2001) forT = 50 s (a) andT = 150 s (b),
shown as black sticks (maximumD2φ values shown to scale below map) and model anisotropy forζc = 0.5, evolving plates
(tc = 60 Ma),ηF , andsmean advected density (non-tectosphere buoyancy only forz < 220 km), shown as open bars. We omit
D4φ from the inversions and scale the predicted anisotropy such that the RMSD2φ are identical to those from the inversions.
Background shading indicates azimuthal misfit scaled by the invertedD2φ amplitude such that maximum∆α remains constant.
(ForT = 100 s, see Figure A.8.)
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Figure 5.28: Histogram of orientational mis-
fit, ∆α, betweenT = 50 s Rayleighwave 2φ
anisotropy and model prediction forζc = 0.5
strain,ηF , evolving plates (tc = 60 Ma), and
smean advected density as in Figure 5.27a.
Solid bars: all data; open bars: data restricted
to regions whereD2φ of the inversion is≥ 0.25
times its maximum; and open bars with dotted
lines: further restricted to oceanic lithosphere.
Dashed horizontal line indicates the expected
random distribution of∆α.
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that, in general, accounting for both the inversion’s and the model’sD 2φ-amplitudes is most appropriate in order
to avoid having poorly sampled regions bias〈∆α〉. For consistency, we have also weighted the surface-velocity
derived misfits by the model (i.e. plate-velocity) amplitudes. However, such velocity-weighted misfits are biased
toward the oceanic plates, which move faster than continental ones, relative toζ c = 0.5-strain models, which show
a more uniform anisotropy-amplitude globally (e.g. Figure 5.19).

We find that most circulation-based strain models outperform the hypotheses of alignment with NNR or APM
plate motions. This distinction in model quality supports our modeling approach; it is not as clear for shear-
wave splitting, as discussed in sec. 5.5.2 and below. The average fit to Ekstr¨om’s (2001) anisotropy maps is
better for shorter (T = 50 s in Figure 5.29) than for longer periods (T = 150 s in Figure A.10). This could be
due to differences in resolution of the surface waves, or the dominance of the plate-related strains at shallow
depths, presumably the best-constrained large-scale features. We also observe a wider range in〈∆α〉 for different
types of models atT = 50 s than atT = 150 s. This is expected, given that strains accumulate more rapidly
at depth, so that it is, for instance, less important whether flow is treated as steady-state or with evolving plate
boundaries. ForηF , models that include buoyancy-driven flow lead to〈∆α〉 improvements of∼ 6 ◦ compared
to those with plate motions only. Comparing different density models,smean typically leads to better results
than higher resolution tomography (ngrand) or models that are based on slabs only (stb00d or lrr98d). Including
shallow density variations underneath younger plate regions (non-tectosphere models, “nt”), slightly improves the
model fit.

Globally weighted results typically show the same dependence on model type as those that include only the
oceanic lithosphere,〈∆α〉|oc.; the latter are, however, generally smaller than the global estimates by∼ 4◦. The best
models yield〈∆α〉|oc. ≈ 24◦ for T = 50 s and〈∆α〉|oc. ≈ 28◦ for T = 100 s andT = 150 s, to be compared with
45◦ for random alignment and∼ 35◦ for alignment with plate velocities. Taking the surface resolution function
(5.11) into account improves the misfit, but not significantly. Regional variations in misfit might therefore be due
to poor surface-wave resolution but, globally,∆α is independent of the surface-wave resolution pattern.

There are a number of second-order observations that have guided us in the choice of the preferred model
shown in Figure 5.27.τ-limited (time limited) strain-accumulation models lead to results that are similar to
those ofζ-models (strain limited) without weighting. Results fromτ calculations withD 2φ model-amplitude
weighted〈∆α〉 are always, as expected, better thanζ-models because of the additional bias that is introduced
toward the oceans (where all models are more similar to the inversions). We therefore limit consideration toζ c-
models, for which we find that density-included flow calculations lead to better results forη F than forηG (∼ 2◦
difference in average〈∆α〉). For shallow (T = 50 s) structure where strain accumulation is representative of a
longer timespan,〈∆α〉 values are slightly improved when we include “freezing” of strains forz < z c (sec. 5.4.3) but
this is, again, partly due to the resulting bias toward the oceans. We cannot find any significant global improvement
compared to continuous strain-accumulation models. Comparing models with steady-state velocities or evolving
plates in Figure 5.29 we do, however, see a small (∼ 2◦) decrease in global misfit when the last 60 Ma of plate
reconfiguration and density advection are taken into account.

In summary, we find that the strain produced by global mantle circulation is a valid explanation for the az-
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Figure 5.29: Mean orientational misfit between 2φ anisotropy ofT = 50 s Rayleighwaves (cf. Figures 5.27a and 5.28), a
selection of circulation-derivedζc = 0.5-models, and surface plate-velocity orientations.y-axis indicates different models,
viscosity profile is alwaysηF . Types of density models:stb00d, lrr98d, ngrand, andsmean as in chapter 3; if “nt” is ap-
pended, non-tectosphere (from 3SMAC Nataf and Ricard, 1996) shallow structure is used, elseRS

ρ = 0 for z < 220 km. If
no time interval is specified, velocities are steady-state with a cut-off in backward advection time,tc, of 43 Ma; tc = 60 Ma
or tc = 120 Ma implies backward advection using evolving plate-boundaries and possibly density sources untiltc. “nuvel”
and “nuvel.nnr” refer to the azimuthal misfit as calculated from surface plate-velocity orientations for HS2 (APM) or NNR
reference frames, respectively. The misfits,〈∆α〉, are obtained by area-weighted lateral averaging (filled stars). We addition-
ally weight models by the surface-waverecovery function (5.11) (open stars), the inversion’sD2φ-amplitude (filled circles),
the inversion’s and the model’sD2φ-amplitudes (filled boxes), and the latter quantity restricted to oceanic plates (open boxes).
(For APM and NNR velocities, weighting by the model amplitudes implies a strong bias toward the oceanic plates relative to
ζc = 0.5-models.) If we randomize the 2φ orientations of our models, we find a standard deviation of≈ 0.4◦ indicating that
〈∆α〉 � 43◦ is significantly different from the random mean of 45◦ at the 5σ-level.
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imuthal anisotropy mapped by surface waves, and that such circulation-produced strain explains the pattern of
azimuthal anisotropy better than does the pattern of absolute plate motions. Further exploration of regional and
global model performance can guide us in our understanding of anisotropy in the upper mantle. Short-period
surface-waves with good shallow sensitivity might be able to provide us with constraints on the strain history for
times longer than a few tens of Myr.

5.7 Regional comparison with shear-wave splitting

To complement our findings on global variations in anisotropy, we now discuss several plate-boundary settings
where we compare shear-wave splitting data with the predicted strain fields. Since we found that plate reorganiza-
tion is likely to affect only the shallowest strains, andSKS data are assumed to average over the upper∼ 400 km,
all flow models are based on steady-state velocities and a backward advection cut-off time oft c = 43 Ma.

5.7.1 East Pacific Rise

Wolfe and Solomon (1998) obtainedSKS splitting data from the MELT experiment across the East Pacific Rise
(EPR). The fast wave-propagation axes they find are oriented roughly perpendicular to the ridge, both directly off
and on the ridge axis (Figure 5.30). This finding renders the distribution of melt pockets an unlikely explanation
for anisotropy since tensile cracks, and hence fast propagation orientations, should align parallel to the ridge axis
(Kendall, 1994). Geodynamic models that include convective flow and texture development (e.g. Blackmanet al.,
1996) also fail to explain completely the data of Wolfe and Solomon (1998); flow close to the ridge axis will be
mostly radial so that no strong azimuthal anisotropy is predicted by the models. Our circulation models (sec. 5.5)
also predict that ridge-perpendicular strain will occur mostly in off-axis regions. Close to the ridge, perpendicular
stretching is found only for small finite strains and shallow depths (� 150 km). The most appropriate models are
thus those forζc = 0.2 and plate-motion only orsmean density forz > 220 km (Figure 5.30). These two cases
correspond to completely passive and semi-active spreading, respectively. Since our tomography-derived density
models usually exclude the upper 220 km, we likely underestimate the actual upwelling underneath the ridge. If
we include the non-tectosphere density fromsmean for shallow regions, results are, however, very similar.

The fit to the off-axisSKS splits is good and the plate motions imprint an asymmetry on the spreading pattern
that is also seen in the data (Figure 5.30a and c). At shallower depths, the passive-spreading model (Figure 5.30a)
shows roughly ridge-parallel orientations of largest stretching within the region of large radial extension (∆F rr >
0). However, the buoyancy anomaly imaged bysmean reduces the strength of this feature such that on-axis
regions show ridge-perpendicular orientations forz � 150 km. The depth-averaged fit of Figure 5.30d is as a
result superior to that of Figure 5.30c; it is less affected by the ridge-parallel alignment at larger depths. We show
the orientational misfit for depth-averaged FSE orientations in Figure 5.31. There is no strong preference for any
model type. However, smallerζ c strains generally lead to better predictions andsmean-included strain models
outperform those for plate-motions only, motivating our choice of models for Figure 5.30. Best〈∆α〉 values are
∼ 5◦, similar to the typical uncertainties inSKS measurements. As for the global fit toSKS data (Figure 5.22),
strain-derived models are not superior to alignment with surface velocities (“v.nr” in Figure 5.31). While the small
number of data points make a quantitative interpretation of misfits questionable, we prefer the smallζ models as
they lead to ridge-perpendicular fast axes close to the ridge; it is plausible that the ridge environment leads to
short strain memories.

5.7.2 Subduction zones

The cause of anisotropy in back-arc settings, and the varying orientations and strengths of splitting observations in
these regions, is a matter of ongoing debate (e.g. Fischeret al., 1998; Hallet al., 2000; Smithet al., 2001). Previous
modeling work has emphasized the consequences of slab rollback (e.g. Buttles and Olson, 1998; Hallet al., 2000)
and trench-parallel flow (e.g. Russo and Silver, 1994). There is, however, no study that includes the effect of 3-D
circulation with realistic plate geometries. We intend to fill that gap and explore how our predictions of finite strain
correlate with regional anisotropy measurements. We focus on comparing observed and predicted orientations of
splitting and strain directly and do not attempt to correlate the strength of the anisotropy as measured by the
delay times with the magnitude of strain. For this, a more sophisticated treatment like that of Hallet al. (2000)
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Figure 5.30: Comparison of Wolfe and Solomon’s (1998)SKS data and horizontal projections of largest FSE axes forζc = 0.2
calculations for the EPR, (a) and (c) are for plate-motion related flow only (ηF ). Fast axes are shown for a layer at 150 km depth
(a) and the depth-averaged strain (c). (b) and (d) models include density scaled fromsmean for z > 220 km, atz = 150 km (c)
and depth-averaged (d).

would be more appropriate. These authors inferred elastic moduli from strain, traced rays, calculated synthetic
seismograms, and then measured the synthetic splitting times. We show that the observed strain fields are very
complex and vary on small scales both laterally and with depth. A ray-tracing approach, beyond the scope of this
work, might therefore eventually be needed to explore the correlation of our results withSKS data quantitatively.

Western Pacific

Figures 5.32 through 5.34 show depth-averaged finite strains forζ c = 0.5 focusing on three areas in the Western
Pacific around subduction zones with relatively good data coverage: the Lau basin with the Tonga slab, around
Japan with the Kurile, Japan, and Izu-Bonin Wadati-Benioff zones, and the area around the Philippine sea plate
with the Mariana and Ryukyus trenches. Figure 5.32 shows our depth-averaged strain predictions for Tonga, the
subject of a study by Smithet al. (2001). We show bothSKS data and localS wave derived splitting which
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Figure 5.31: Average orientational mis-
fit between the EPR splitting data of Wolfe
and Solomon (1998), averaged on a 1◦ × 1◦
grid, and our depth-averaged model predictions
for horizontal projections of the largest FSE
eigendirection. Abbreviations andy-axis labels
as in Figure 5.22.
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Figure 5.32: Lau basin and Tonga trench (see Figure 5.4 for overview):ζc = 0.5 strain model forηF , plate motions andrum
slab densities usingζ-weighted horizontal projections of the largest FSE axes (a) and horizontal projection of FSE axes (black
sticks) plus largest stretching of the horizontal component of the FSE (light gray sticks) based on linearly depth-averagedL
(b). Splitting observations are from Fischeret al. (1998) and Smithet al. (2001), note different symbols forSKS and localS
observations. The latter are shown at the raypath midpoints. Thin and thick lines trace NUVEL1 plate boundaries and∆Frr = 0
contours, respectively. Tickmarks along closed contours point in the downward direction.

is, unlikeSKS data, not affected by anisotropy below the earthquake source depth. The comparison of depth-
averaged strains with splitting in Figure 5.32a shows that the two westernSKS orientations are consistent with our
flow-derived strain (cf. Figure 5.16), both for plate-motions only (not shown) and when we include the slab pull
according torum. The eastern,S-based observations (whose locations are somewhat arbitrary, here plotted at the
path midpoint) are not well fit since we predict mostly trench-perpendicular fast orientations. If we examine depth-
averaged strain and obtain horizontal FSE major-axis projections as well as largest stretching in the horizontal FSE
planes instead (Figure 5.32b), we see that the largest axes of the FSE are oriented mostly vertical in the center of
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Figure 5.33: Japan trenches:ζc = 0.5 finite strain model for plate motion andrum. Depth-averaged horizontal projection
of largest FSE axes (a) and horizontal projections of largest FSE axes (black sticks) and horizontally largest stretching (gray
sticks) based on depth-averagedL (b). For explanation, see Figure 5.32.

the Lau basin because of the slab related downwelling. The component of trench-parallel flow that is observed at
sub-lithospheric depths leads to an additional shearing which aligns the horizontally largest stretching parallel to
the trench, as observed for theS splitting data in Figure 5.32. We therefore have some indication that the data of
Smithet al. (2001) can be fit using a global flow model. However, we need to invoke a second order effect, that
of the horizontal plane straining.

Turning to the Japan trenches (Figures 5.33a and b), we observe that both splitting data and strain predictions
are more complex than for the Lau basin (Fischeret al., 1998). The source–receiver paths are also longer than
for Tonga; the decision of where to plotS-based splits is thus more important to the interpretation. The region
has two triple junctions producing flow and strains that vary rapidly with depth, with or without density-driven
flow. Model fit to theSKS orientations from Honshu, Hokkaido, and Sakhalin is poor. As for the Lau basin, the
slab-related flow leads to trench-parallel orientations in the horizontal stretching component (Figure 5.33b) while
the projections of largest FSE axes into the horizontal plane are mostly trench perpendicular (Figure 5.33a) and
fan out toward the West following the geometry of the Wadati-Benioff zone in Japan.

The Philippine sea plate (Figures 5.34a and b) is sampled by only oneSKS split and one null measurement at
Guam (Fouch and Fischer, 1998). There are, however, local event observations, most importantly theS splits from
Guam, which all have consistent azimuths of∼315◦ (Fouch and Fischer, 1998); delay times are small, as seen in
the data at∼ 12◦N/145◦W. For the Philippine plate, both the horizontal projections of FSE axes (Figure 5.34a)
and the horizontal components of the FSE (light gray sticks in Figure 5.34b) show some degree of trench-parallel
orientation. The finding of Fouch and Fischer (1998) that Guam had no vertical-incidenceSKS splitting but did
have NW-trending localS-phase splits might be related to the complicated strain field at this plate boundary.

We predict considerable complexity in strain orientations in convergent zones along the Western Pacific. Re-
gional variations in fast orientations are much more rapid than would be expected given the surface velocities with
which SKS data are commonly compared. However, we cannot fit all of the data in a simple, consistent fashion.
Given the rapid radial and lateral variations in largest stretching orientations, we do not attempt a quantitative
comparison of our predictions.
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Figure 5.34: Philippine sea plate:ζc = 0.5 finite strain model for plate motion andrum. Depth-averaged horizontal FSE
stretching directions (a) horizontal projections of largest FSE axes (black sticks) and horizontally largest stretching (gray
sticks) based on depth-averagedL (b). For explanation, see Figure 5.32.

Eastern Pacific

The only convergent margin on the eastern Pacific rim that is well sampled bySKS observations is the Central
Andes trench. Backprojected measurements (where the station anisotropy,e.g. in North America, is subtracted
from the measured anisotropy to derive the source structure in the South American slab) were used by Russo
and Silver (1994) to argue for trench-parallel flow. Their data show remarkable complexity in orientations and
included only three directSKS measurements. More recently, Poletet al. (2000) presented newSKS measurements
from regional seismic experiments. These authors found two contrasting trends of fast orientations: one parallel
to the trench and a second with trench-perpendicular orientations at∼20◦ S.

Figure 5.35 shows predictions ofζ c = 0.5 finite strain and all available splitting data (SKS and backprojected
S). For shallow depths (Figure 5.35a), the trench-parallel alignment of the horizontal strain components is strong
and some of the largest FSE axes also align parallel to the trench when projected into the horizontal plane. The
fast propagation plane that shear-wave splitting measurements sample is, however, more readily interpreted as
corresponding to the radially averaged horizontal projections of the FSE orientations. These are mostly trench
perpendicular (Figure 5.35b), andSKS splits are not well fit in general.

We conclude that we cannot distinguish between different possible explanations for the observed splitting.
Most SKS data are interpreted by assuming that the anisotropy is constant throughout the upper mantle and has
a hexagonal symmetry axis in the horizontal plane. We confirm Hallet al.’s (2000) result that this assumption
is probably too simplistic for plate boundaries where 3-D flow leads to FSE orientations that vary considerably
on small length scales. While there appears to exist a straightforward association between depth-averaged strain
and theSKS data at ridges, trenches are more complex, and a ray-tracing approach should be used in the future to
evaluate how the 3-D strain field is “seen” by the shear-wave splitting measurement procedure. If this undertaking
leads to poor predictions of the data, then other effects such as that of lateral viscosity variations, which we have
neglected, might have to be included.

5.7.3 The Western US: evidence for deep mantle return flow?

Sub-lithospheric flow is also important for the seismic anisotropy in our last regional example, the Western US.
The plate boundary zone between the San Andreas fault and the Basin and Range is heavily instrumented, both
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Figure 5.35: Comparison ofζc = 0.5 strain predictions for South America with splitting data. The three northernSKS
orientations are based on Russo and Silver’s (1994) splits, while mostSKS observations in the Arica bend and further south
are from Poletet al. (2000).S-phase derived data are from Russo and Silver’s (1994) backprojection method and are therefore
shown at the hypocenters. (Note thatS-dataδt-scale is 40% ofSKS in this plot.) Flow models are based on plate motions,ηF ,
andrum slabs. We show horizontal projection of largest FSE axis (black) and largest stretching orientation of the horizontal
component of the FSE (gray) forz = 100 km (a) and theζ-weighted depth average of horizontal principal axes projections (b).

with seismometers and GPS stations. Since it is also a region where the lithosphere is likely to be thin (e.g. van der
Lee and Nolet, 1997), it allows a good test of models of lithospheric flow and mantle convection. For this reason,
Silver and Holt (2002) invertedSKS splitting measurements and showed that anisotropy tends to align with the
APM motions in the region (APM directions are similar to NNR for the Western US). However, Silver and Holt
reject the APM hypothesis since the transition between North American and Pacific plate motion is less abrupt
in the splitting data than a rigid plate model would suggest. Instead of the APM hypothesis, Silver and Holt
(2002) prefer a model in which the mantle moves coherently (without any information about the plate boundary)
to the West with respect to stable North America, in a direction roughly opposite to the surface motion. Assuming
this coherent, deep mantle flow takes place, these authors derive its rotation pole by adding information about
intraplate velocity gradients from geodesy.

Figure 5.36 shows our 0.5◦-averaged splitting data compilation for which we have used only data within
the slowd lnvS areas at 150 km depth from van der Lee and Nolet’s (1997) tomography model to be consistent
with Silver and Holt (2002). Our data differs slightly from those authors’, probably because of different ways
of tracking the zero contour. We see that the surface velocities in a hotspot frame (black sticks) show some
correspondence to the observed fast splitting orientations. However, as noted by Silver and Holt (2002) (their
Figure 3), there are some deviations between the rigid plate motions and the splitting data, especially noticeable
in the SE of the study region. Velocity orientations from ourη F flow calculation (gray sticks in Figure 5.36) show
a smooth transition at the plate boundary and are closer to the anisotropy data. This plate-boundary deformation
is both a result of the decreasing gradients of the velocity field with depth and our spectral method. Since we
are using a cos2-tapered expansion of plate motions and perform calculations up to� max = 63, sharp contrasts
in velocities at the plate boundary are smoothed out. The width of this deformation zone is∼300 km (also see
Figure 5.41), in agreement with geodetic observations in the Western US (cf. Fleschet al., 2000). This further
supports the applicability of our simplified method of treating mantle flow.
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Figure 5.36: 0.5◦ averagedSKS splitting data based on
Schutt and Kubo (2001) and Polet and Kanamori (2002)
but restricted to slow regions from van der Lee and No-
let (1997) at 150 km depth for the Western US (double-
headed vectors). Background: velocity orientations for
rigid-plate surface motions from NUVEL1 (black sticks)
and for a plate-motion driven circulation calculation at
138 km depth usingηF and�max= 63 (gray sticks), both
are shown in the HS2 hotspot reference-frame.
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Figure 5.37: Depth-averaged and mean
orientational misfit at each depth for plate-
motion only model withηF . While previous
misfit plots (e.g. Figure 5.22) focus on theζ-
weighted depth average of the horizontal pro-
jection of the major FSE axis,〈α (ε)〉, shown
at negative depths, we also show the orienta-
tional misfit at each depth, and the misfit we
obtained from the horizontal projection of the
major FSE axis based on depth-averagedL-
strain,α (〈ε〉).
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Figure 5.37 gives a quantitative estimate of misfits between our velocity and strain predictions andSKS split-
ting for plate-motion driven flow andη F . We see that flow orientations lead to lower misfits than any of our
strain-based models (but see below). From the surface down, the fit improves until∼150 km, after which it
deteriorates, both for APM and NNR models, mostly because flow underneath the plate boundary region and
the Pacific plate is oriented more west-east than it is at the surface. The〈∆α〉 misfit for the rigid-plate surface
velocities from HS2-NUVEL1 (shown with black sticks in Figure 5.36) is 21.4◦, worse than all velocity-based
orientations from our circulation calculation. Our model, with splitting caused by mantle circulation, leads to
results that are comparable in model fit to Silver and Holt’s (2002) preferred model. One of those authors’ conclu-
sions is that there is an asthenospheric decoupling zone under North America that allows eastward flow at depth.
While we proceed to explore a scenario in which we indeed find such flow, our previous results indicate that such
complexity might not be needed to explain the data. A circulation model with smooth velocity transitions between
plates leads to good misfits both for NR flow orientations (〈∆α〉 = 12.5◦) and for alignment withζ c = 0.2 Myr
strain (〈∆α〉 = 13.5◦).

Can we improve the fit to the splitting data by including density anomalies in the mantle? Figure 5.38 shows
mean misfits for the study region using a suite of models, some of which include density anomalies. For most
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Figure 5.38: Mean orientational misfit〈∆α〉
between splitting and depth-averaged horizon-
tal projections of largest FSE axes or velocity
orientations for the Western US. Results for
pmF are hidden by those forpmFrum since
there is little difference between the two flow
fields in the study region.〈∆α〉 for the stb00d
models is off scale for v and v.nr at∼60◦. For
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Figure 5.39: Comparison of depth-averaged
ζc = 1 largest FSE axes predictions forηF in-
cluding the effect of plate motions andstb00d
slabs with theSKS data-selection that was
shown in Figure 5.36. Background shading
is topography from EDC (1996).

models, azimuth predictions have low orientational misfits both for the assumption of alignment with flow and
alignment with strain. Largerζ andτ values are generally preferred, although exceptions exist. The best depth-
averaged misfit for FSE axes is found for theζ c = 1 model usingηF andstb00d (Figure 5.39), whose velocity
orientations, in contrast, lead to extremely poor fits. This is caused by a rotation due to a deep velocity component
that is roughly northeasterly trending, caused by the Farallon slab anomaly as included instb00d. If we use another
mantle model such assmean, the deep counter-flow is significantly reduced, implying that the exact location and
strength of density anomalies is important. The deep flow underneath the Western US forstb00d (Figure 5.40) is
similar to that suggested by Silver and Holt (2002), although their best-fit, decoupled-mantle velocity trends more
easterly throughout the study region.

The mean angular misfits vary strongly with depth for the subduction model and alignment of deep flow with
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Figure 5.40: Flow profile underneath the Western US
as predicted from plate motions and subduction model
stb00d. Plot is similar to Figures 2.13 and 2.14 in that the
profile along which velocities are depicted is presented in
the overview map above the main plot. However, the map
shows horizontal velocities at 350 km depth (HS2 hotspot
frame), which are roughly opposite in direction to the sur-
face motion of western North America.
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splitting is very poor. This is illustrated in Figure 5.41 which shows how strain accumulates for plate motions
alone and whenstd00d slab densities are included. The simplest pattern is that of plate-motion related flow
for τ = 5 Myr (Figure 5.41a). As in our global models, strain-rates are higher underneath the oceanic plate;
deformation underneath North America is mostly due to the smooth transition between the two surface velocity
fields. For both plates, we observe a simple-shear straining that tapers off with depth since there are no internal
density sources in the flow field. Assuming constant strain, theζ c = 0.5 model (Figure 5.41b) shows that, within
the cut-off time of 43 Ma, such strains can be reached only at sub-lithospheric depths for North America since the
upper∼ 100 km deform coherently. The situation changes if we include density anomalies due to past subduction.
Shallow (∼ 100 km) and deep (∼ 350 km) regions for theτ = 5 Myr model (Figure 5.41c) show strain orientations
that are similar to those expected from plate-motion related flow (Figure 5.41a). However, the slab sinker to the
east induces a NE-trending flow component that leads to strong shearing at∼ 225 km depth and that dominates
the average strain azimuths at the surface. For constant strain (Figure 5.41d), the dominance of this NE shearing
is reduced and surface-near strain orientations are relatively more important, leading to the observed good fit
between fast shear-wave propagation orientations and strain. This complicated story shows that models that
either implicitly or explicitly assume that shearing occurs within a single layer between moving lithosphere and
stationary mantle may be too simplistic. Observations of surface velocities would not have led us to predict
variations of strain orientations with depth.

Misfits for our strain-based model (ηF , plate motions, andstb00d) and Silver and Holt’s (2002) best-fit model,
which assumes straining in an asthenospheric channel over decoupled mantle flow, are shown in Figure 5.42; this
is the most quantitative comparison we can make with Silver and Holt’s (2002) model. Although there are small
differences in the data selection, we conclude that model quality is similar for the two approaches. We can
therefore reconcile the results of Silver and Holt (2002) with our modeling. Silver and Holt assume that there is
complete decoupling between surface velocities and mantle flow at depth. As Figure 5.40 shows, some of our
mantle circulation models indeed predict a corresponding rapid change in the horizontal direction of flow with
depth. This is due to past subduction, as suggested by Silver and Holt (2002) based on Steinberger’s (2000)
results. We find a small but robust improvement in fit when we includestb00d as compared to plate-motion only
models.
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Figure 5.41: Orientations of the horizontal projection of the largest stretching axis scaled withζ at different depths underneath
the Western US, plate-motion related flow (ηF ) for τ = 5 Myr (a) andζc = 0.5 (b), and for circulation with slab-pull (stb00d)
for τ = 5 Myr (a) andζc = 0.5 (d). Stick colors scale with the depth as given in the colorbar, black sticks at the surface indicate
theζ-averaged largest FSE orientations.

5.8 Summary

Some observations of seismic anisotropy can be explained by global circulation models, under the assumption
that fast orientations are aligned with the largest axis of the finite strain ellipsoid, as suggested by the theory of
Ribe (1992). For azimuthal anisotropy derived from surface-wave phase velocities, mantle-flow derived models
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Figure 5.42: (a) Misfit between predicted and measured anisotropy for our model using plate-motion andstb00d-driven flow
andζc = 1 strain, as in Figure 5.39. Black sticks indicate data as in Figure 5.36 and white denotes model predictions. Circles
are shaded dark (light) gray if the model deviates by more than 14◦ counterclockwise (clockwise) from the data. (b) Best-fit
from Silver and Holt’s (2002) Figure 3C. Here, only the model fit is shown with sticks but color coding of circles is same as
for (a). Note that data selection varies slightly between (a) and (b).

lead to smaller misfits than models based on alignment with surface velocities. Beneath the East Pacific Rise
and the Western US, tectonic settings in which our simplified treatment of mantle convection is likely to be most
appropriate,SKS shear-wave splitting can be modeled with low residual misfit. In the Western US, our models
provide a natural explanation for the deep eastward flow inferred by Silver and Holt (2002). In subduction zones,
where the strain field is complex, estimated orientations of fast wave propagation vary rapidly. Where the largest
axis of the FSE is radial, the horizontal components of the FSE may be of importance; close to the trench, these
components are aligned mostly arc-parallel. Given the complex strain-fields, it seems prudent at this point to
refrain from further interpretation of our model results in terms of shear-wave splitting until we can convert
strain into elastic moduli and carry out synthetic splitting measurements. Coupling of the strain history to texture
development algorithms (e.g. Kaminski and Ribe, 2001) should be attempted thereafter.
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Outlook

We derived a global circulation model based on our understanding of mantle convection in the Earth. The present-
day and reconstructed velocities predicted by this model were successfully applied to the study of anisotropy in
the upper mantle. We feel that we have now stretched the simplified Hager and O’Connell (1981) approach to
the study of mantle convection about as far as one should. We were able to show that many observations can be
explained using flow derived from such simple models. However, a more realistic treatment of mantle rheology
should next be explored; this will be especially important in subduction zones. A finite-element calculation
would allow us to address the role of temperature- and stress-dependent rheology and how it might affect seismic
anisotropy. A model that includes lateral variations in viscosity would also be a useful tool for substantiating our
findings from the first two chapters regarding effective slab strength, trench roll-back, and circulation effects on
slab morphology. Regardless of the exact method of calculating flow, the analysis of mantle models in chapter 3
will be of great use. The same is true for our method of quantitatively comparing seismic anisotropy with mantle
flow. The application of these techniques to a more sophisticated flow model is, like an improved treatment of
texture development, a natural extension of our work. We have already begun to utilize another global data set,
that of crustal stress measurements, as an additional constraint on mantle flow and lithospheric deformation. We
find that mantle-derived stresses lead to a good fit in terms of principal orientations but that other contributions
to tectonic stress may be of equal importance (Becker and O’Connell, 2001a). The inclusion of GPS data, which
can provide a direct measure of strain-rates within plates, should lead to improvements in this regard. Combining
all of these datasets in a future model will allow us to further our understanding of mantle-plate interactions
significantly.
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A.1 Additional material for chapter 4
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Figure A.1: Plates and boundaries from NUVEL-1 as used in the velocity inversion and integration of edge forces of chapter 4,
part 1. (AFR: Africa (a); ANT: Antarctica (b); ARA: Arabia (c); AUS: Australia (d); CAR: Caribbean; COC: Cocos; EUR:
Eurasia; IND: India; NAM: North America; NAZ: Nazca; PAC: Pacific; PHI: Philippine Sea plate; and SAM: South America.)
Margin types: circles: ridge; slip-arrows: transform boundary; one-sided triangle: convergent margin with seismic slab; and
centered triangle: convergent margin without deep seismicity. Thick vectors and contour lines (50 km depth intervals) indicate
relative motion of neighboring plates and Wadati-Benioff zone geometry from RUM (Gudmundsson and Sambridge, 1998),
respectively.
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Figure A.2: Plate boundaries as used in the velocity inversion and the integration of plate-boundary forces of chapter 4, part
2: CAR (a), COC (b), EUR (c), IND (d), NAM (e), and NAZ (f). For explanation see Figure A.1.
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Figure A.3: Plate boundaries as used in the velocity inversion and the integration of plate boundary forces, part 3: PAC (a),
PHI (b), and SAM (c). For explanation see Figure A.1.
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Table A.1: Best two models for mantle density plus lithospheric thickening driving torques of sec. 4.5.2. Scaling factors are
normalized such that the lithospheric contribution is assumed to be known (wlith ≡ 1), and forlrr98d andstb00d Rtomo

ρ �= 1
indicates scaling of the density field.

viscosity density model type rw VRw η0 [1021 Pas] Rtomo
ρ

scaling factors fixed
C stb00d whole 0.83 54.7% 1 1

sb4l18 whole 0.75 42.1% 1 0.2
D lrr98d whole 0.84 70.2% 1 1

s20rts whole 0.83 68.5% 1 0.2
E stb00d whole 0.83 54.4% 1 1

sb4l18 whole 0.75 42.3% 1 0.2
F stb00d whole 0.83 68.5% 1 1

sb4l18 whole 0.77 56.8% 1 0.2
G ngrand whole 0.84 −79.0% 1 0.2

bdp00 whole 0.60 −94.1% 1 0.4
H ngrand whole 0.81 65.4% 1 0.2

lrr98d whole 0.86 62.1% 1 1
scaling factors optimized

C stb00d whole 0.83 69.7% 0.32 0.53
lrr98d whole 0.83 68.1% 0.21 0.55

D stb00d whole 0.85 73.0% 1.55 1.05
lrr98d whole 0.84 71.0% 1.05 1.28

E stb00d whole 0.83 69.2% 0.32 0.52
lrr98d whole 0.82 67.8% 0.22 0.57

F stb00d whole 0.83 69.2% 0.68 0.71
lrr98d whole 0.82 67.2% 0.44 0.73

G lrr98d whole 0.89 79.5% 1.41 0.34
s20rts whole 0.88 76.8% 0.94 0.03

H lrr98d whole 0.88 76.8% 0.58 0.32
stb00d whole 0.87 75.8% 0.77 0.27
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Table A.2: Best two models for mantle density, lithospheric thickening torques from ocean age progression, andrum upper
mantle slabs of sec. 4.5.2. Scaling factors are normalized such that lithospheric sources are assumed to be known (wlith ≡ 1).
Rtomo

ρ �= 1 or Rrum
ρ �= 1 implies scaling of the density field forlrr98d, stb00d, or rum. (Not all optimized weights correspond

to realistic solutions.)

viscosity density model type rw VRw η0 [1021 Pas] Rtomo
ρ Rrum

ρ

scaling factors fixed
C stb00d whole 0.87 68.9% 1 1 1

sb4l18 whole 0.84 60.4% 1 0.2 1
D bdp00 lower 0.86 73.5% 1 0.4 1

ngrand whole 0.88 71.6% 1 0.2 1
E stb00d whole 0.87 68.2% 1 1 1

sb4l18 whole 0.84 59.9% 1 0.2 1
F sb4l18 whole 0.85 72.0% 1 0.2 1

stb00d whole 0.86 72.0% 1 1 1
G bdp00 whole 0.83 −508.7% 1 0.4 1

kh00p whole 0.78 −528.2% 1 0.4 1
H bdp00 lower 0.88 74.4% 1 0.4 1

kh00p lower 0.83 57.4% 1 0.4 1
scaling factors optimized

C bdp00 lower 0.87 76.4% 0.99 1.42 3.90
stb00d whole 0.87 76.2% 0.62 0.69 1.24

D sb4l18 whole 0.89 79.1% 1.78 0.14 1.41
ngrand whole 0.89 79.1% 2.40 0.51 1.93

E bdp00 lower 0.87 75.9% 0.98 1.40 4.00
ngrand whole 0.87 75.9% 0.42 0.19 1.11

F bdp00 lower 0.87 75.9% 2.19 1.98 5.03
sb4l18 whole 0.87 75.6% 0.74 0.09 1.09

G stb00d whole 0.90 81.7% 2.95 0.32 0.53
bdp00 lower 0.90 81.1% 3.22 0.41 1.24

H stb00d whole 0.90 80.2% 1.41 0.39 0.54
ngrand whole 0.88 77.7% 0.95 0.10 0.50
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A.2 Additional material for chapter 5

0 – 10 Ma

15 cm/yr

10 – 25 Ma

15 cm/yr

25 – 43 Ma

15 cm/yr

43 – 48 Ma

15 cm/yr

48 – 56 Ma

15 cm/yr

56 – 64 Ma

15 cm/yr

Figure A.4: Plate-tectonic stages from Gordon and Jurdy (1986) for 0 through 64 Ma. Plate velocities were expanded up to
�max = 63 using programs provided by R. J. O’Connell (pers. comm.), no-net-rotation reference frame. Shaded coastlines are
from the present-day and shown stationary for reference only.
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64 – 74 Ma

15 cm/yr

74 – 84 Ma

15 cm/yr

84 – 94 Ma

15 cm/yr

94 – 100 Ma

15 cm/yr

Figure A.5: Plate tectonic stages from Lithgow-Bertelloniet al. (1993) for 64 through 100 Ma, no-net-rotation reference
frame as in Figure A.4.
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Figure A.6: Shear-wave velocities in the upper mantle from the 1-D reference model PREM (Dziewonski and Anderson,
1981) and lateral average from Boschi and Ekstr¨om’s (2002) 3-D inversion (BE02). Wave speeds are shown for horizontally
polarizedS waves (vSH ), vertically polarizedS waves (vSV ), and the “Voigt” averagedS velocity,vVgt

S . vVgt
S can be derived from

the Voigt-averaged (homogeneous strain) elastic shear modulus,µVgt, of a transversely isotropic medium, which is given by
µVgt = (A+C−2F +5N +6L)/15 in the notation of Love (1927) (e.g. Dziewonski and Anderson, 1981, see also sec. A.2.1).

Assuming thatA ≈C (vPV ≈ vPH ) andη = F/(A−2L) ≈ 1, the equivalent velocity forµVgt is vVgt
S =

√(
v2

SH +2v2
SV

)
/3 (e.g.

Ekström and Dziewonski, 1998).
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A.2.1 Depth sensitivity of surface waves to azimuthal anisotropy

In chapter 5, we compare surface-wave observations of anisotropy with flow-model derived strains. We will
therefore briefly review how the appropriate sensitivity kernels for Rayleigh waves can be constructed.

Rayleigh and Love waves are equivalent to spheroidal (nS�) and toroidal (nT�) normal modes, respectively, for
n 
 �/4 (e.g. Dahlen and Tromp, 1998, p. 405ff). The wavenumberk of a surface wave with angular frequency
ω and phase velocityc (c = ω/k) relates to the degree� asRk = �+1/2, whereR is the radius of the Earth. The
eigenfunctions of high-� normal modes can thus be used to construct Fr´echet derivatives (orsensitivity kernels),
Km, that characterize the effect of small perturbations in a parameterm at a certain depthr on changingω:

km(ω,r) = mKm = m
∂ω
∂m

. (A.1)

Here,m can be an elastic modulus or densityρ (e.g. Dahlen and Tromp, 1998, p. 335). For a transversely isotropic
Earth model such as PREM, the elasticity tensorCi j (1≤ i, j ≤ 6, notation as in Montagner and Nataf, 1986) is
reduced from its most general form with 21 independent components to five constants, which are commonly
namedA, C, F, L, andN in the notation of Love (1927). Transversely isotropic wave propagation implies a
reduction of elastic anisotropy to hexagonal symmetry. If the symmetry axis is further assumed to be in the
radial direction (radial anisotropy), these Love parameters relate to the vertically and horizontally propagatingP
waves asvPV =

√
C/ρ andvPH =

√
A/ρ, respectively, and toS waves asvSV =

√
L/ρ andvSH =

√
N/ρ (e.g.

Dahlen and Tromp, 1998, p. 321). The fifth parameterF does not have an obvious physical interpretation but
η = F/(A−2L) is generally close to unity. For isotropic wave propagation (deeper than 220 km in PREM,cf.
Figure A.6),C = A = F are equal to the incompressibility,L = N are equal to the shear modulus, andη = 1. We
write the perturbations in the eigenfrequencyω of a normal mode in a transversely isotropic medium as

dω≈
∫ R

0

(
dC
C

kC +
dA
A

kA +
dL
L

kL +
dN
N

kN +
dF
F

kF +
dρ
ρ

kρ

)
(A.2)

while the equivalent variations in phase velocity can be obtained with the relation

dc =
c2

vgω
dω. (A.3)

Here,vg is the group velocity of the surface wave (vg = dω/dk).
For wave propagation in an elastic medium that has the most general form of anisotropy, with 21 independent

coefficients, Smith and Dahlen (1973) showed that the azimuthal (φ) dependence of Love and Rayleigh wave
speed anomalies can be expanded as

δc =
dc
c

≈ D0 + D2φ
C cos(2φ)+ D2φ

S sin(2φ)+ D4φ
C cos(4φ)+ D4φ

S sin(4φ) (A.4)

for small amounts of anisotropy. Montagner and Nataf (1986) demonstrated that the sensitivity kernels for the
D-terms can be retrieved from the kernels already constructed for transversely isotropic models. Montagner and
Nataf also found that the 4φ terms should generally be small for predominantly horizontal alignment of fast
propagation axes based on measurements ofCi j from the field. Rayleigh waves are more sensitive to the 2φ
component than Love waves, and only the 2φ term has a simple interpretation in terms of fast propagation axes in
a strained medium with lattice-preferred orientation. Phase-velocity inversions do not require a 4φ contribution,
and the 4φsignal is typically smaller than the 2φsignal if both are damped with the same strength (sec. 5.3.1).

We shall therefore focus onD2φ for Rayleigh waves. Montagner and Nataf (1986) find that sensitivity kernels
for the cos(2φ) and sin(2φ) (D2φ

C,S) terms can be written as

kRayleigh
cos(2φ),sin(2φ) =

BC,S

A
kA +

HC,S

F
kF +

GC,S

L
kL. (A.5)

The six fractions withBC,S, HC,S, andGC,S are simple functions ofCi j (Montagner and Nataf, 1986, eq. 5) and
determine the relative weights of thekA,F,L kernels. While Montagner and Nataf’s (1986) analysis of the effect
of anisotropy was restricted to a flat Earth, Romanowicz and Snieder (1988) were able to recover Montagner
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type
BC,S

A
HC,S

F
GC,S

L

Peselnick and Nicolas (1978)
cos 0.034 0.003 0.028
sin −0.002 0.006 −0.008√

cos2 +sin2
norm 1.0 0.176 0.853

Nunuvak (Jiet al., 1994)
cos 0.075 0.014 0.054
sin −0.009 −0.004 −0.009√

cos2 +sin2
norm 1.0 0.197 0.724

Table A.3: Ratios of elastic coefficients for 2φ contributions
as in (A.5) for two different rock samples from the indicated
sources. cos and sin denote theC,S constants. Since the par-
titioning of these ratios depends on the horizontal coordinate

frame, we also give the amplitude
√

cos2 +sin2
norm, normal-

ized by the maximum ratio in each row.

and Nataf’s approximation asymptotically for large� in a more complete treatment. Following Montagner and
Tanimoto (1991), we can therefore obtain the depth sensitivity of Rayleigh waves to azimuthal anisotropy with
(A.5) if we use elastic moduli for some representative anisotropic material whose fast propagation axis is assumed
to be in the horizontal plane. Table A.3 lists the relevant parameters for an oceanic sample from Peselnick and
Nicolas (1978) (as used by Montagner and Nataf, 1986) and for Nunuvak from Jiet al.’s (1994) data (as used by
Savage, 1999).

We note that theBC,S andGC,S ratios are consistently larger than theHC,S ratio. Since thekL kernel is addition-
ally somewhat larger thankA andkF , theGC,S/LkL term is mostly responsible for the depth sensitivity of Rayleigh
waves to the 2φ anisotropy, shown in Figure A.7 for surface waves with periods ofT = 50 s,T = 100 s, and
T = 150 s. Phase-velocity sensitivity kernels were estimated based on normal-mode eigenfunctions computed
for radially anisotropic PREM with theMINEOS program by G. Masters (cf. Dahlen and Tromp, 1998, p. 335).
As discussed by Montagner and Nataf (1986), thek L kernel dominates most of the deep sensitivity while thekA

contribution leads to a second sensitivity peak at shallow depth. For the elastic parameters under consideration,
the sensitivity of Rayleigh waves to azimuthal anisotropy has a depth dependence that is very similar to theirk VSV

kernels. The approximate rule that the depth,z s, to which Rayleigh waves sense structure is given by half their
wavelength (e.g. Dahlen and Tromp, 1998, p. 449) can be rewritten in terms of� asz s = πR/(�+ 1/2), which
gives∼ 110 km,∼ 215 km, and∼ 320 km for periods of 50 s, 100 s, and 150 s, in agreement with Figure A.7.
We will use the 2φkernels to average the horizontal projections of the inferred fast-propagation axes from strain
at each depth when we compare our modeling results with surface-wave based anisotropy in section 5.6.
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(b) T = 100 s
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(c) T = 150 s
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Figure A.7: Sensitivity kernels for Rayleighwaveswith periods,T , of 50 s (a,� = 202), 100 s (b,� = 97), and 150 s (c,
� = 62) for anisotropic PREM. Left plots showkA, kF , andkL on the same scale with arbitrary units against depthz; right plots
compare the kernel for the amplitude of all 2φ terms (calculated from (A.5) and the data of Peselnick and Nicolas (1978) in
Table A.3) with the kernel for vertically polarizedS waves,kVSV . The latter two kernels are scaled such that peak amplitudes
are comparable.
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Figure A.8: Comparison of phase-velocity derived 2φ anisotropy from Ekstr¨om (2001) forT = 100 s and predictedζc = 0.5
anisotropy for evolving plates (tc = 60 Ma), ηF , and smean advected density (non-tectosphere buoyancy forz < 220 km
included). See Figure 5.27 for explanation.
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Figure A.9: Mean orientational misfit between 2φ anisotropy ofT = 100 s Rayleighwave inversions (Ekstr¨om, 2001) and
circulation model predictions. See Figure 5.29 for legend.
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Figure A.10: Mean orientational misfit between 2φ anisotropy ofT = 150 s Rayleighwave inversions (Ekstr¨om, 2001) and
circulation model predictions. See Figure 5.29 for legend.
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