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Abstract. A new technique for making single-station phase velocity measurements
is developed and applied to a large number of globally recorded Rayleigh and Love
waves in the period range 35-150 s. The method is based on phase-matched filter
theory and iteratively suppresses the effect of interfering overtones by minimizing
residual dispersion. The model surface wave signal is described by its amplitude

and apparent phase velocity, both of which are parameterized in terms of smooth
B-spline functions of frequency. A misfit function is constructed which represents
the difference between the model and observed waveforms, and the optimal spline
coefficients are estimated in an iterative misfit minimization algorithm. In order to
eliminate cycle skips in the measurements of phase at short periods, the waveforms
are first matched at long periods, and the frequency range is gradually extended to
include higher frequencies. The application of the algorithm to records from the

Global Seismographic Network, using earthquakes in the Harvard centroid-moment

tensor catalog, results in the determination of more than 50,000 high-quality
dispersion curves. The observed variations in measured dispersion for pairwise
similar paths are used to estimate realistic uncertainties in the data. Phase delays
at discrete periods are inverted for global maps of variations in phase velocity
expanded in spherical harmonics up to degree 40. A realistic resolution test
indicates that structures are well recovered up to at least degree 20. The new phase
velocity maps explain 70-96% of the observed variance in phase residuals, reflecting
the high internal consistency of the dispersion measurements.

Introduction

Regional variations in the propagation speeds of tele-
seismic surface waves have been noted since the early
part of the century [Tams, 1921a, b]. In the 1960s,
the magnitudes of these global variations for waves in
the period range 10-150 s could be summarized and
discussed in terms of gross lateral differences in the
layering and structure of the crust and upper man-
tle [e.g., Oliver, 1962; Dorman, 1969]. Variations at
longer periods were also observed and interpreted in
terms of lateral variations of upper mantle elastic and
anelastic structure [e.g., Toksiz and Anderson, 1966;
Kanamori, 1970; Dziewonski, 1971; Wu, 1972]. With
the start of digital data collection from new global seis-
mograph networks [Agnew et al., 1976; Peterson et al.,
1976] and the development of new techniques for ana-
lyzing surface wave dispersion through waveform inver-
sion [e.g., Dziewonski and Steim, 1982, efforts began to
map the global variations in long-period phase velocities
and the corresponding three-dimensional (3-D) struc-
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ture of the Earth using tomographic techniques [Mas-
ters et al., 1982; Nakanishi and Anderson, 1982, 1983,
1984; Woodhouse and Dziewonski, 1984; Tanimoto and
Anderson, 1985; Nataf et al., 1986; Tanimoto, 1986;
Wong, 1989; Montagner and Tanimoto, 1990, 1991].
These studies have made use of a variety of seismic data
to image the Earth’s interior; surface waves have, how-
ever, provided the most valuable constraints on upper
mantle structure.

Although good recordings of intermediate-period sur-
face waves are much more common than good very long-
period recordings, the shortest-period surface waves in-
cluded in the global tomographic studies referenced
above is 75 s, and most of the studies only considered
surface waves with periods greater than 150 s. Two ex-
planations for this situation can be found. First, while
shorter-period surface waves are sensitive to velocity
variations in the shallow mantle, they also depend crit-
ically on the structure and thickness of the crust, which
are not very well known on the global scale. By lim-
iting surface wave observations to periods which have
less sensitivity to the crust and by applying simple a
priori crustal corrections to the data, these studies have
sought to eliminate crustal effects. Second, it is more
difficult to measure the dispersion of surface waves at in-
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termediate periods than at long periods. In particular,
establishment of the total propagation phase of a tele-
seismic surface wave at a particular period, such that
there is no remaining ambiguity in the integral number
of cycles, is a nontrivial task.

There are, in addition, several complicating aspects
of surface wave propagation in a laterally heteroge-
neous Earth which are more significant for shorter-
period waves, but which are not very well understood or
predicted, such as focusing, refraction of the apparent
ray path, and scattering [e.g., Evernden, 1954; Capon,
1970; Sobel and von Seggern, 1978; Lay and Kanamori,
1985; Woodhouse and Wong, 1986; Laske, 1995]. These
complications usually do not prevent us from making
measurements of dispersion but do suggest that the in-
terpretation of these measurements in terms of Earth
structure will depend on whether the chosen theoretical
model for surface wave propagation in a heterogeneous
Earth is adequate.

Recently, interest in incorporating shorter-period sur-
face waves in global studies has grown [Trampert and
Woodhouse, 1995, 1996; Zhang and Lay, 1996; Laske
and Masters, 1996; Ekstréim and Dziewonski, 1995].
This is primarily due to the high resolving power, both
radially and laterally, that these waves can afford in the
shallowest mantle. Careful investigation of these waves
can help resolve some difficult geodynamical questions,
such as the issue of “passive” (shallow) versus “active”
(deep) mechanisms for spreading at mid-ocean ridges
[Zhang and Tanimoto, 1992; Su et al., 1992] and the
depth extent and chemical versus thermal nature of
lithospheric roots under parts of the continents [Jor-
dan, 1975].

In addition to providing information about the elas-
tic and anelastic structure of the crust and shallow
mantle, intermediate-period surface waves are impor-
tant for earthquake source studies. For shallow earth-
quakes, surface waves are commonly the largest teleseis-
mic phases recorded on long-period seismograms. For
recordings with a low signal-to-noise ratio, they may
be the only part of the seismogram that can be used

for a source mechanism determination. Improvements

in our ability to model global surface wave propagation
at shorter periods will make it possible to routinely de-
rive source geometries and moments for earthquakes in
the magnitude range 4.5 < M < 5.0, something which
is now feasible only in areas where there is access to
regional or local data. It is worth noting that for this
application, the interpretation of the dispersion in terms
of a 3-D Earth model is of less importance.

In this paper, our first objective is to present a new
analysis algorithm which overcomes the difficulty of de-
termining the absolute propagation phase for highly dis-
persed intermediate-period surface waves. Our second
objective is to present the data set of dispersion mea-
surements and associated realistic uncertainties which
has resulted from the systematic application of the new
algorithm to a very large volume of global digital data.
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Our final objective is to derive and present phase ve-
locity maps, which can be used to model global surface
wave propagation in the period range 35-150 s, as well
as, in future studies, to infer the 3-D structure of the
shallow mantle.

Theory

We describe and interpret the propagation of funda-
mental Love and Rayleigh waves using ray theory on a
sphere [e.g., Tromp and Dahlen, 1992, 1993] and write
the surface wave seismogram u(w) as

u(w) = A(w) exp[i®(w)], (1)
where A(w) and ®(w) are the amplitude and phase, re-
spectively, of the wave as functions of the angular fre-

quency w. For a given source—receiver geometry, the
phase @ is the sum of four terms,

P=05+Pgp+Pc +Pp, (2)
where ®¢ is the source phase calculated from the source
mechanism and geometrical ray takeoff azimuth, ® g is
the receiver phase, ®¢ is the static phase contribution
from each ray focus, and ®p is the propagation phase

bp(w) = / CE"—w)ds,

where c is the local phase velocity and the integration
follows the ray path. The amplitude A can be expressed

as
A =AsArAAAg, (4)

where Ag is the excitation at the source, Ag is the re-
ceiver amplitude, Aa is the geometrical spreading fac-
tor, and Ag is the decay factor due to attenuation along
the ray path. When the location and focal mechanism of
the earthquake are known, a theoretical reference seis-
mogram u®(w) based on a spherical Earth model can be
calculated and written as

(3)

u®(w) = A%(w) expli®°(w)]. (5)

The propagation phase for the reference surface wave is

wRA _wX
O 0

B (w) = (6)
where c° is the spherical Earth phase velocity, A is the
angular epicentral distance, R is the radius of the Earth,
and X is the propagation path length measured along
the great circle. We express the observed surface wave
u(w) as a perturbation with respect to the reference
seismogram

u(w) = [A%(w) + §A(w)] expi[@°(w) + 0®(w)].  (7)
Attributing 0® to a perturbation of the propagation
phase, we have
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<1>P=<1>‘},+5<I>=E—?, (8)
where dc is the apparent average phase velocity pertur-
bation, calculated for the distance X along the great
circle.

In order to find an adequate and simple model param-
eterization for a realistic observed surface wave shape,
we assume that the phase and amplitude of Love and
Rayleigh waves vary smoothly with frequency and that
discontinuities in the phase, which can result, for exam-
ple, from multipathing, are rare. Evidence for refrac-
tion and multipathing at periods shorter than 30 s is
not uncommon [e.g., Lerner-Lam and Park, 1989; Lev-
shin et al., 1992], but our experience is that a smooth
parameterization of phase and amplitude is sufficient to
model most of the observations. We therefore express
the amplitudes as

N
Aw) =bo »_ bifs(w), (9)

i=1

where b;(i = 1,2,...,N) are spline coefficients for the
cubic B-spline polynomials f; (see Figure 1) and b is a
constant. Initially, the coefficients b; are calculated for
a reference Earth model and normalized such that

1 N
¥ ol =1.
i=1

The propagation phase ®p is a rapidly growing func-
tion of w and therefore not easily splined. Instead, we
spline the apparent average phase velocity perturbation
dc

(10)

N
de(w) = Zdifi(w), (11)

where f; are the same cubic B-spline polynomials as
above and d; are spline coefficients to be determined
for each path.
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Figure 1. The six B-spline basis functions f; used to
parameterize the apparent phase velocity perturbation
dc and the spectral amplitude A.
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This parameterization will not be adequate for all
observations. For example, for paths along which mul-
tipathing or scattering is severe, we will not achieve
a good agreement between the observed seismogram
and this model of the signal. However, by applying
a selection criterion based on fit between the observed
and model signal, we can identify and eliminate many
of these paths and corresponding unreliable dispersion
measurements.

Measurement Technique

The objective is to separate out the fundamental
mode surface wave in the seismogram and to make
a measurement of its dispersion. Real data contain
noise, as well as interfering seismic phases, so we need a
method which suppresses noise and isolates the funda-
mental mode surface waves from other phases. Since
we will require many measurements, we also need a
method which can be automated. Many techniques
have been presented for making single-station disper-
sion measurements; the method we develop builds on
the ideas of residual dispersion [Dziewonski and Hales,
1972; Dziewonski et al., 1972 and phase-matched filter-
ing [e.g., Herrin and Goforth, 1977). Our method adds
several features to these two basic concepts.

First, we assume that the observed seismogram con-
tains a dispersed surface wave signal A% (w) exp[i®° (w)],
where the S superscript refers to the observed signal.
The phase-matched filter which will optimally enhance
and compress this signal in the presence of white noise
is the signal itself [e.g., Herrin and Goforth, 1977]. That
is, by autocorrelating the signal, the dispersion is anni-
hilated and the noise is suppressed; the result is a zero-
phase filtered spike with amplitude spectrum |A5(w)|2.

Second, we consider how to best isolate the funda-
mental mode from interfering overtones. This is also
achieved by correlation with the phase-annihilating fil-
ter exp[i®°(w)]. However, only the part of the time
domain correlation function close to its maximum cor-
responds to fundamental mode energy. In order to
isolate the fundamental mode energy, the part of the
correlation function near the maximum can be win-
dowed in time [e.g., Dziewonski et al., 1972; Herrin and
Goforth, 1977; Lerner-Lam and Jordan, 1983; Levshin
et al., 1992]. If the phase delay is then reintroduced
by multiplying the windowed correlation function by
exp[®S(w)] in the spectral domain, a filtered version
of the input signal is obtained, in which signals with
dispersion different from that of the fundamental mode
are suppressed. However, there is no single time win-
dow which will be optimal for windowing the correlation
function. If a broad range of frequencies is considered
and the window is selected to include a cycle or more
of the longest periods, then the window used will be
too wide for high frequencies (thereby including signals
that have different group delays) and vice versa.

On the basis of these considerations, we develop the
following algorithm for estimating the dispersion and
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amplitude of the fundamental mode surface wave in
the observed signal. A trial fundamental mode model
seismogram AM (w) exp[¢¢™(w)] is constructed based
on the source and receiver locations, the focal mech-
anism, and the phase and amplitude effects of propaga-
tion in the reference Earth model. We then construct
the whitening phase-matched filter W

W (@) = g i)
and cross correlate this function with the observed seis-
mogram. If the observed seismogram contained a signal
with identical dispersion and amplitude spectrum to our
trial synthetic seismogram and if we were considering
all frequencies, the result of the cross correlation would
be a delta function in time. If we considered a range
of frequencies, the result would be a band-passed delta
function. The trial dispersion and amplitude will, in
general, not match the observed signal, and there will
be a misfit. By adjusting the model seismogram to min-
imize the misfit, an optimal estimate of the dispersion
and amplitude in the observed signal is obtained.

The specific misfit function must be chosen with care,
and we have found the following approach to be efficient
and useful. Consider the full range of frequencies [Qmin,
Qpax] for which a dispersion and amplitude estimate is
to be obtained. In this study, the full period range is
250-32s. Divide this range into 2/V —1 subranges such
that

(12)

Wi = Qmin+ (i - 1)Aw,

wﬁnax = Qmin + (1/ + 1)Aws (13)
fori =1,2,..,2N — 1and Aw = (Qumax — Omin)/(2N),

and construct 2N — 1 narrow band-pass filters Fj(w)
using Welch tapers [Press et al., 1986] over these ranges
(Figure 2). Filter the cross-correlation function in each
of these bands,

Gi(w) = Fi(w)S(w)W*(w), (14)
15 I | | |
Misfit Bands
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Figure 2. Eleven partially overlapping frequency

bands, evenly spaced in frequency between 250 and 32 s
period.
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and do the same to the whitened autocorrelation of the
trial synthetic seismogram,

Hiw) = Fw)AY(w)exp[i®" (w)]W*(w)
Fiw), (15)

that is, a band-passed delta function. These functions
are Fourier transformed back to the time domain to
obtain the band-passed cross correlation g;(t) and the
model autocorrelation h;(t) to form the misfit function

D s li(ts) — haty))
\I'(ck,dk) = Z w; T )

i=1 2 e g, [hi(t5)]?
where ¢; and dj are the spline coefficients to be varied,
w; is a weight given to the misfit in the ith frequency
passband, and J; is the width (in terms of time point
samples) of the time window over which the cross cor-
relations and autocorrelations are compared. We gen-
erally choose J; to include three cycles of the center
period in the passband, that is, J; = 3T /(2At), where
T is the center period 47/(wi,, + wi;,) and At is the
sampling interval.

The main difficulty in obtaining dispersion measure-
ments from teleseismically observed surface waves at
periods less than about 100 s is that variations in phase
velocity are sufficiently large to cause path variations
of several cycles in phase, and isolated residual phase
measurements in the range [—, 7] at a single period are
therefore ambiguous in multiples of 27. For minor arc
observations, however, phase measurements at periods
longer than 100 s can be associated with a total cy-
cle count without difficulty. If a continuous dispersion
curve can be anchored at long periods, the total phase
perturbation can then be inferred without ambiguity.

In order to obtain the complete broadband disper-
sion, we therefore employ a method we call iterative
frequency band expansion in the minimization of ¥. We
initially determine the dispersion parameters in a nar-
row frequency range centered around 100 s and then,
in several iterations, increase the higher frequency end
of the total frequency range. In each iteration, the dis-
persion and amplitude parameters are adjusted to min-
imize ¥ using the downhill simplex method of Nelder
and Mead [1965]. Only the frequency bands which fall
within the range of considered frequencies are included
in the misfit function sum (equation (16)). A search
algorithm such as the downbhill simplex method is con-
venient for solving this problem, since it is easy to in-
corporate constraints such as nonnegativity of A and
realistic limits on dc. Once ¥ is minimized for a given
frequency range, the range is expanded to include higher
frequencies. Because of the smoothness of dc, a predic-
tion can be made for frequencies slightly higher than
the ones included in the previous iteration. This en-
sures that the phase difference between model seismo-
gram and observed seismogram always remains small,
so that gradient methods for minimizing ¥ continue to
work in the subsequent iteration.

(16)
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Figure 3. Comparison of observed and model seismo-
grams at progressive stages of the inversion. (a) Initial
fit, before adjustment of phase velocity and amplitude,
250-32 s. (b) Imitial fit, 250—75 s. While the misfit is
large, it is apparent that the waveform can be matched
after minor adjustments of the phase. (c) Fit after ad-
justment of dc(w) and A(w) in the period band 250-75s.
(d) Fit after adjustment in the period band 25040 s.
(e) Final result after fitting the data in the period band
250-32 s.

An example of the minimization procedure is given
in Figure 3. The observed seismogram, filtered between
250 and 32 s, is shown together with a model seis-
mogram calculated for the combination of the mantle
heterogeneity model SH8U4LS8 [Dziewonski and Wood-
ward, 1992] and the preliminary reference Earth model
(PREM) [Dziewonski and Anderson, 1981]. The two
waveforms are quite different, and it is clear that major
adjustments are required in both phase and amplitude
in order to make them agree. When filtered between
250 and 75 s (Figure 3b) there is better agreement. Af-
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ter adjustment of phase and amplitude in this period
range, the two waveforms are very similar (Figure 3c);
the frequency window is broadened (Figure 3d); again,
the phase and amplitude are adjusted. After five iter-
ations of frequency window expansion, the full wave-
form is matched (Figure 3e). The resulting dispersion
and amplitude perturbations are shown in Figure 4. No
damping of the dispersion curve to the starting curve is
involved, and the results are largely insensitive to the
initial values of A and de.

Application

We have applied the method described in the previous
section to digital seismograms from the Global Seismo-
graphic Network (GSN) of Incorporated Research In-
stitutions for Seismology (IRIS), the Chinese Digital
Seismograph Network (CDSN), the Global Telemetered
Seismograph Network (GTSN), and the MEDNET and
GEOSCOPE networks, using earthquake sources from
the period January 1989 to September 1995. Figure 5
shows the distribution of the earthquakes and stations
from which data have been collected.

5.0 I I I I | ]
2.0} New Dispersion —
g 1.0 -
o 0.0 _|
> SH8U4L8 Dispersion
S -1.0- —
-2.01— —
-3.0—
I N T R B N
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frequency (mHz)
I I I |
1.0 —
0.8} -]
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< 0.6— -
>
S 0.l -
< .
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0.2 -
1 | | | | | b
0.0 5.0 10.0 15.0 20.0 _ 250  30.0
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Figure 4. Dispersion and spectral amplitude results

for the analysis summarized in Figure 3. (a) Initial
guess (from SH8U4L8) and final result for the phase
velocity perturbation expressed as a percentage of the
preliminary reference Earth model (PREM) phase ve-
locity at each frequency. (b) Initial and final amplitude
spectra, normalized to the largest value in the range of
frequencies.
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Figure 5. Map showing the locations of 1744 earthquakes (hexagons) and 158 stations (squares),
each of which forms the start or end point for at least one successfully measured Love or Rayleigh

wave path.

Analysis was attempted for earthquakes with My >
5.5. We used the moment tensors and centroid locations
in the Harvard centroid-moment tensor (CMT) catalog
[Dziewonski et al., 1981] to calculate the source exci-
tation. Only shallow earthquakes (h < 50 km) were
included in order to maximize the excitation of surface
waves. In addition, we considered only paths in the dis-
tance range 25° < A < 150° in order to avoid problems
inherent in isolating the fundamental mode at short dis-
tances and close to the antipode. The variations in dc¢
and A between 250 s and 32 s were parameterized using
six spline basis functions. After several experiments,
this number of spline functions was found to be ade-
quate for describing most of the variations seen in the
data.

For each seismogram, the instrument response was re-
moved to restore ground displacement. Rayleigh wave
dispersion was determined from the vertical component,
and Love wave dispersion was determined from trans-
verse records constructed by rotation of the horizontal
components using the great circle back azimuth. More
than 128,000 station-receiver paths were analyzed, but
only a fraction of these yielded useful measurements.
For some paths, we obtained good dispersion curves to
45-50 s, but the algorithm was unsuccessful in extend-
ing the curve to shorter periods. We therefore accumu-
lated two data sets: a large collection of measurements
valid for periods longer than 45 s and a slightly smaller
data set extending to the shortest period we considered,
32 s. The quality of each dispersion curve was assessed
in various ways, and the value of the misfit function ¥
was found to provide the best indicator of overall qual-
ity. Measurements with ¥ > 0.75 were found to be less
reliable and were discarded. This led to a reduction in
the number of useful paths to approximately 56,000.

In further analysis of these measurements, the dis-
persion curves were converted to phase anomalies §®
at the discrete periods 150, 100, 75, 60, 50, 45, 40, 37,
and 35 s. The maximum and minimum periods corre-
spond roughly to the center frequencies of the first and

last misfit bands in equation (16). Owing to the spline
parameterization, the phase anomalies at adjacent fre-
quencies are correlated. However, by oversampling the
dispersion curve and calculating phase velocity maps at
many frequencies, it will in the future be easier to in-
terpolate smooth dispersion curves for arbitrary paths.
In the conversion to phase anomaly measurements, an
additional quality check was applied by discarding mea-
surements with poor fit in the frequency bands brack-
eting the desired frequency.

The result of applying these quality constraints is a
homogeneous data set of phase anomalies. The number
of observations varies depending on the wave type and
period and ranges between approximately 15,000 and
38,000 (Table 1). The jump in the number of obser-
vations between the 45 and 50 s measurements is due
to the fact that shorter-period observations are derived
from the smaller data set of dispersion curves described
above. The smaller number of good Love wave obser-
vations at 150 s reflects the difficulty of isolating the
long-period fundamental mode signal in minor arc mea-
surements at these periods.

In addition to separating “good” measurements from
“bad” by imposing strict requirements on the misfit
function ¥ and the fit in individual frequency bands,

Table 1. Number of Observations

Period N (Love) N (Rayleigh)
35 15,473 28,457
37 15,473 28,457
40 15,721 28,663
45 15,780 28,779
50 22,633 37,104
60 23,193 37,734
75 23,228 37,739
100 22,498 37,374
150 16,798 33,475
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Figure 6. Distribution of phase measurement differ-

ences for Rayleigh waves at 75 s and pairwise similar
paths. The three different curves correspond to mea-
surements of A, B, and C quality. The curves have
been normalized to have the same area.

we attempted to make realistic estimates of the obser-
vational uncertainties in our data set. Errors in single-
station phase velocity measurements come from several
sources. For example, if an earthquake epicenter is
poorly known, an error X in the epicentral distance
will lead to a phase error of wd X/c°, which, for a 40 km
mislocation and a phase velocity of 4 km s, leads to a
10 s difference in travel time and to a 7/2 phase error at
40 s period. Errors in the source phase calculation, due
to an incorrect moment tensor or earthquake depth or
more subtly as a consequence of the source excitation
being calculated in PREM rather than in a local model,
can lead to phase errors as large as 7. Errors in station
timing are also possible, as are methodological errors
due to inadequacies of our dispersion measurement al-
gorithm.

Rather than attempting to estimate the probable er-
ror distributions for these different effects, we make an
empirical estimate of the aggregate uncertainty in our
measurements. Owing to the scope of our study, a large
number of phase observations correspond to pairwise
similar paths. This results primarily from having many
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earthquakes in one region recorded at an individual sta-
tion, but there are also some clusters of stations, as in
California, which record essentially the same path for a
given earthquake.

We first assume that each phase anomaly measure-
ment §®; for a given path has associated with it an
observational error ¢; which is drawn from a normal
distribution with zero mean and standard deviation o.
We next construct a distribution of measurement differ-
ences by collecting all pairs of observations which cor-
respond to similar paths and calculate the difference
between the two phase measurements. If, in each pair,
the two measurements are uncorrelated, the resulting
distribution will have a standard deviation of 20. By
calculating the standard deviation of this distribution,
we therefore obtain an indirect measure of 2 times the
uncertainty in our observations. We note that the un-
certainty we estimate in this way is likely to be smaller
than the true uncertainty, since it does not include the
effects of systematic errors, for example, in earthquake
locations.

For each period that we analyzed, we constructed
a distribution of measurement differences, selecting all
pairs of paths for which the starting and ending points
were within 3° of each other. The standard devia-
tion of this distribution was calculated, and half of this
value was assigned as the estimated observational un-
certainty in our measurements. Figure 6 shows the dis-
tribution of differences for Rayleigh waves at 75 s pe-
riod. On the basis of our observation that paths with
low misfits ¥ were of a higher quality, we separated
the paths into three ranges of ¥ and thereby obtained
three groups of observations with varying quality: The
A range (0 < ¥ <0.25), the B range (0.25 < ¥ < 0.5),
and the C range (0.5 < ¥ < 0.75), each associated with
an empirical uncertainty (Table 2).

Inversion for Global Phase Velocity
Maps
We use the collection of dispersion measurements

and the associated uncertainties to derive and com-
pare three models of global surface wave propagation: a

Table 2. Empirically Determined Observational Uncertainties

Love Waves

Rayleigh Waves

Period oA 0B oC TA 0B oc
35 0.812 1.164 2.490 1.300 2.056 3.519
37 0.727 0.943 1.805 1.169 1.753 2.653
40 0.644 0.797 1.295 1.045 1.553 2.057
45 0.550 0.644 0.922 0.821 1.290 1.599
50 0.507 0.709 1.103 0.822 1.391 2.016
60 0.388 0.511 0.682 0.645 1.042 1.390
75 0.308 0.399 0.494 0.444 0.651 0.832
100 0.243 0.330 0.410 0.322 0.449 0.547
150 0.194 0.253 0.290 0.220 0.294 0.310
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simple regionalized model; a low-degree spherical har-
monic model obtained by undamped inversion; and a
smooth high-degree spherical harmonic model obtained
by damped inversion. We make use of the standard ap-
proximation that the surface waves have traveled the
minor arc along the great circle connecting the source
and receiver and do not here explore the possible ef-
fects of more complicated propagation paths on a het-
erogeneous Earth. Earlier studies have concluded that
off-great circle propagation effects on the propagation
phase usually are small, while effects on takeoff and ar-
rival azimuths and amplitudes can be significant [e.g.,
Laske, 1995).

A Pure-Path Regionalized Inversion

In order to quantify the quality of fit to our data that
can be obtained by a very simple regionalized model of
the Earth, we use the dispersion measurements to es-
timate phase velocities in the six tectonic regions iden-
tified by Jordan [1981] in the model GTR1. This ge-
ographical regionalization provides a gross differentia-
tion between young (A), intermediate age (B), and old
oceanic lithosphere (C), as well as between Precambrian
shields and platforms (S), Phanerozoic platforms (P),
and regions of the continents having been exposed to
Phanerozoic deformation and magmatic activity (Q),
where the letters correspond to the labels used by Jor-
dan [1981].

We use the pure-path approach to derive regional dis-
persion curves. The observed phase anomaly is modeled
as having accumulated as a result of phase velocity vari-
ations in the six tectonic regions,

6, _.4c

Jq)z—c—o X1c_0’

(17)
where X is the path length and ¢’ is the phase velocity
variation in the ith tectonic region. We have made use
of the standard approximation 1/(1+dc/c®) = 1-éc/c°,
which is adequate as long as the velocity variations are
small. In order to find the phase velocity variations éc*
which optimally fit the observations, we form the x?2
misfit function

1 W e~ L 6c ’
=> — ((s@j -~ C—OZX;.C—O> ,  (18)
j=1 -7 i=1 .
where j is the index of the observation, N is the total
number of observations, and ¢; is the associated obser-
vational uncertainty.

The misfit function x? is minimized by straightfor-
ward least squares inversion for the six velocity pertur-
bations dc’ with respect to PREM. Figure 7 shows the
dispersion curves for Love and Rayleigh waves. The
results are similar to those derived in earlier studies,
and here we focus on how well the derived regional-
ized model explains our observations. Figure 8 shows
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Figure 7. Dispersion, expressed as perturbations
with respect to PREM, determined for the six tec-
tonic regions of GTR1 [Jordan, 1981]. (a) Love waves.
(b) Rayleigh waves.

the variance reduction at different periods. The disper-
sion curves derived for GTR1 explain more than 80%
of the Love wave signal at the shortest periods and ap-
proximately 70% of the Rayleigh wave signal. This is
primarily a consequence of the strong signal generated
by the difference between continents and oceans. At
longer periods, the variance reduction diminishes, and
at 150 s period, less than half of the data variance for
both Love and Rayleigh waves is explained by GTR1.
This suggests that even though a strong correlation ex-
ists, for example, between shields and old oceanic litho-
sphere and fast phase velocities, this correlation is not
sufficient to explain the patterns of anomalies. Figure 9
shows the quantity x?/N, which provides a measure of
how well the model fits the observations, given the es-
timated uncertainties o; (Table 2). For a good model,
x%/N should approach unity. While GTRI explains a
significant fraction of the observed variance in phase
velocity, the GTR1 residuals are on average v/5 times
greater (for Rayleigh waves) and /8 times greater (for
Love waves) than the a priori observational uncertain-
ties.
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Models Expressed in Spherical Harmonics

We now consider a smooth, global parameterization
in terms of spherical harmonics. The predicted propa-
gation phase anomaly between a source at (6, ¢s) and
a receiver at (Ogr, ¢r) is written

(Or.9R)
5= -2 50(0 ¢) s,

(19)
(6sds) @

and the phase velocity perturbation is expressed in com-
plex spherical harmonics

L m=l

Z E Clm lm(0 ¢)

=0 m=—1

60(0 ®) (20)

where the Y}, are the fully normalized surface spheri-
cal harmonics [Edmonds, 1960] and L is the maximum
degree of the expansion. The misfit function is formu-
lated analogously to equation (18), and we invert for
the coefficients Cjy,.

The resolution afforded by our large set of observa-
tions allows us to invert for models truncated at angular
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degree L = 16 without applying additional smoothing
or regularizations to the solution. We use the results of
this undamped, truncated inversion in two ways. First,
the resulting models are used to calculate global rms
velocity perturbation values at each period, &cims/c,
which we then use to quantify smoothness in our inver-
sion for higher degree structure. We write

dcrms _ [ 1 dc, o 1/2
PO [E/S(C_‘)) dﬂ] ,

which, with A;, = Re(Cip) and By, = Sm(C)y,), be-
comes

dc, L 12
;SHS:[MZ( +Z 242 +2B,m>] . (22)

Second, we use the L = 16 model to identify outliers,
that is, observations which are so poorly predicted by
the L = 16 model that we believe that they are erro-

(21)

neous. Fewer than 2% of the data were identified as
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Figure 9. The goodness of fit parameter x?/N cal-

culated for different inversions and models: the GTR1
regionalization and dispersion curves, the L = 16 un-
damped spherical harmonic model, and the preferred
L = 40 smooth model. (a) Love waves. (b) Rayleigh
waves.
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outliers; these data were not used in the higher-degree
inversions. However, for consistency, we continue to
include these data in the calculations of misfit and vari-
ance reduction.

Not surprisingly, the L = 16 inversions provide a
much higher variance reduction and a better fit to the
data than does GTR1 (Figure 8). Especially for longer
periods, the improvement in variance reduction is very
clear, reflecting the lower correlation of mantle veloc-
ity anomalies with surface geology. The improvement
in fit to the data, expressed as the reduction in size of
the average residual, is approximately V3 (Figure 9).
Figure 10 shows the resulting global rms velocity vari-
ations for the range of periods considered. The effect
of the crust is seen in the rapid increase of Love wave
rms velocity variations at shorter periods. At 75s, Love
and Rayleigh waves exhibit approximately equal lateral
variability.

Regularization of the inversion is required when we
determine phase velocity maps expanded to higher an-
gular degrees. Several choices are available for stabi-
lizing the inversion, and we have chosen to minimize a
measure of the model roughness, defined as the squared
rms gradient of the model. The scaled rms gradient is

Ra| [(V5)- (V) }/

and for our models expanded in spherical harmonics,
we calculate R as

(23)

R= (écrms/c l le+1)

m=l 1/2
(A?O +> 247, + 2B,2m)] . (29)
m=1

The effect of smoothing is similar to applying a low-
pass filter to the model, and an alternative definition

1 ! T 1 L
4.0+ . . i
rms velocity perturbations
3.5k i
3.0+ 4
o
X 25k J
< 2.0f i
O
© 1.sf J
1.0k Rayleigh -
0.5} 4
0.0—5 80 B0 100 T30 740
period (sec)
Figure 10. The rms value of the velocity pertur-

bations at different periods for the undamped L = 16
inversions. The | = 0 term is not included in the rms
value.
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Figure 11. Trade-off curve for the L = 40 inversion of
Love waves at 60 s period, showing the effect of choosing
different values of 7y in equation (25). The shape of the
curve is representative of all L = 40 inversions.

of roughness, such as the squared Laplacian [e.g., Laske
and Masters, 1996], corresponds to choosing a different
spectral falloff.

We determine the model coeflicients which solve the
minimization problem

min (X—2 + Rz) (25)
~ TR )

where 7 is a damping parameter which needs to be cho-
sen. Through scaling of the gradient by (dcrms/c®)™?,
we compensate for the fact that shorter-period maps,
because of their greater amplitude variations, also have
larger gradients. This scaling allows us to use the same
damping parameter 7 at all periods. The choice of v is
usually based on an examination of the trade-off curve
between misfit and either the size or the roughness of
the resulting model. Our choice is based on these con-
siderations, aided by our subjective judgment of what
constitutes a reasonable level of roughness. Figure 11
shows a representative trade-off curve and indicates the
solution which corresponds to our final choice for ~y.

Plates 1a and 1b show the resulting Love and Rayleigh
wave phase velocity perturbation maps at 35, 50, 75,

.and 150 s period. Many of the features apparent in these

maps have been seen in earlier studies as well and have
been related to global tectonic features. For example,
there are strong signals associated with, at shorter pe-
riods, the contrast between continents and oceans and,
at all periods, slow velocities near Iceland and the Red
Sea rift zone. The expected pattern of increasing ve-
locities in the ocean basins, related to the cooling of
the oceanic lithosphere, is also clearly apparent. Our
maps offer a sharper definition of many features, allow-
ing for a firmer association between observed anomalies
and specific tectonic elements. For example, for Love
waves at 150 s and Rayleigh waves at 75 s, we see a
strong correlation between fast velocities and the oldest
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cratons and the distinct separation of these anomalies
along Proterozoic orogens; note the separation of the
West Africa, Congo, and Kalahari cratons. Another
interesting feature of the maps is the slow anomalies
in the Pacific Ocean, away from the ridges; seen most
prominently at the longest periods. A detailed inter-
pretation of the many intriguing features identifiable in
these maps of phase velocity, particularly in terms of a
3-D velocity model for the upper mantle, will be pre-
sented in a separate paper.

Table 3 gives the integral measures of rms level of
the models and the model gradients for the L = 40,
the L = 16, and other models, allowing for a compari-
son of their amplitude and roughness. The correlations
between the L = 40 and L = 16 maps are very high
and vary from 0.95 to 0.99 depending on the period
and wave type (Table 4). These high values are, to a
large extent, due to the fact that the heterogeneity in
the maps is dominated by low-degree structures. How-
ever, correlations for individual degrees are also high,
ranging from 0.67-1.00. For 0< I < 8, the correlations
are all greater than 0.95.

The model coefficients are not tabiulated here, but
they can be obtained directly from the authors or in
electronic form via anonymous ftp at saf . harvard. edu,
by retrieving the files in pub/ETL-JGR-96. The tabu-
lated values are A;,, and By, for m > 0.

Table 3. Results and Comparisons With Other Models
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A Resolution Test

It is evident from Figures 8 and 9 that the improve-
ment in variance reduction and data fit that correspond
to going from the L = 16 (289 parameters) models to
the L =40 (1681 parameters) models is modest, and it
is therefore necessary to justify the added model com-
plexity. We performed several standard resolution ex-
periments, which showed that the geometry and am-
plitude of low-degree (I < 12) structure is essentially
completely recovered in the inversions. Higher-degree
structure is recovered better in the northern than in the
southern hemisphere, reflecting the ray coverage. The
geometry of higher-degree structure is generally pre-
served, but the damping used in the inversion, as well
as the intrinsic path-averaging effect of surface wave
dispersion observations, lead to a smearing and reduc-
tion in amplitude of shorter-wavelength features. These
general conclusions are well illustrated by the following
test in which we attempted to resolve a realistic phase
velocity map based on an a priori model of the crust.

The thickness and velocity structure of the crust con-
tribute significantly to the dispersion of surface waves,
in particular, at shorter periods. Recently, Mooney et
al. [1995] compiled a detailed preliminary global crustal
structure model, CRUST-5.0, with 5° by 5° resolution.
We calculated the dispersion predicted by this model
by substituting the CRUST-5.0 values (vp, vs, and p)

L =16 L =40° TW95° TW96¢ M et al.® LMf ZL#
Period  %cms R Serms R Serms R Scrms R derms R Serms R Serms. R
(] co co (1] co co co
L35 400 462 391 785 448  91.0
L 37 369 46.7 362 825 416 899
L 40 329 475 325 8.9 279 1050 294 1542 3.75 884
L 45 283 529 277 913 321  86.6
L 50 242 543 242 101.3 2.82 853
L 60 202 617 202 1091 2.06 117.8 2.05 1888 229  83.7
L75 1.80 704 177 113.0 1.84 822 157 60.1
L100 163 749 156 1029 1.69 850 172 2516 145 806 141 541 160 65.6
L150 140 724 127 717 171 739 144 1633 1.08 787 125 521 147 554
R 35 249 544 246  90.0 2.00 1148
R 37 232 565 230  92.2 1.84 1168
R 40 214 594 213 934 212 127.7 208 1796 1.66 1187
R 45 1.99 624 199 100.2 1.44 1195
R 50 1.90 621 191 101.9 1.30 1183
R 60 1.82 617 1.82 101.3 1.98 1369 2.04 2004 1.13 1132
R 75 166 619 169 107.4 1.00 1048 1.43 543
R100 138 641 138 1034 1.33 981 168 2473 0.88 943 118 484 122 77.2
R150 093 66.6 087 843 099 1158 110 1640 072 835 092 564 090 72.7

2Undamped inversion with L = 16 (this study).

bDamped inversion with L = 40 (this study).

¢ Trampert and Woodhouse [1995].

d Trampert and Woodhouse [1996].

ePhase velocity maps calculated from Mooney et al. [1995].
f Laske and Masters [1996].

& Zhang and Lay [1996].
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Table 4. Correlations of L = 40 Results With Other Models

L=16* TW9%5® TW96° Metald LM ZLf
Period 168 408 408 408 248 308
L35 0.97 0.83
L 40 0.97 0.82 0.80 0.79
L 60 0.97 0.82 0.78 0.49
L75 0.97 0.28 0.83
L 100 0.97 0.83 0.65 0.09 0.81  0.82
L 150 0.95 0.81 0.67 -0.09 0.85  0.82
R 35 0.98 0.54
R 40 0.98 0.84 0.81 0.36
R 60 0.98 0.84 0.79 0.10
R75 0.98 -0.22 0.81
R 100 0.99 0.80 0.68 0.28 0.81  0.69"
R 150 0.98 0.64 0.62 -0.23 0.77 0.62°

2Undamped inversion with L =16 (this study).

> Trampert and Woodhouse [1995].
¢ Trampert and Woodhouse [1996].

dPhase velocity maps calculated from Mooney et al. [1995].

¢Laske and Masters [1996].
fZhang and Lay [1996].

8Highest degree (Lmax) in model.
bl max = 28.

Lmax = 24.

into PREM, adjusting also the depth of the Moho and
accounting for topography and bathymetry. We then
evaluated the surface wave dispersion in each modified
local Earth structure. The 5° by 5° global dispersion
map that resulted was then expanded in spherical har-
monics up to degree [ = 40. Figure 12 shows the phase
velocity map thus calculated for Love waves at 35 s pe-
riod.

For the collection of paths that were used in our in-
versions, we next calculated the corresponding phase
anomalies for propagation in the synthetic model. To
each observation, we added Gaussian noise, correspond-
ing to the uncertainty ¢; associated with each path,
multiplied by a factor of 2 in order to mimic the quality
of fit obtained using the real data. We then inverted the
simulated data using the same damping v as was used
in the inversion of the real observations. We achieved
a 96% variance reduction and y?/N=1.84, similar to
what we obtained for the real data (Figures 8 and 9).

Figure 12 shows the inversion results for Love waves
at 35 s period. There is very good agreement be-
tween the input and retrieved maps, in particular, in
the northern hemisphere. An area which shows clear
indications of smearing is the Andes mountains, where
the narrow band of north-south trending slow veloc-
ities is poorly recovered. In contrast, slow velocities
corresponding to areas of thick crust and deep basins in
Eurasia are very well recovered. The essentially uniform
velocity of the ocean basins is reasonably well recovered,
with spurious variations not exceeding +1.5% (corre-
sponding to approximately 10% of the full range of vari-
ations seen in the map). Figure 13 shows a comparison
of the spectral powers of the input and retrieved models,

as well as the correlation coefficient for each spherical
harmonic degree. The power in the input model is well
recovered up to ! = 12, and for higher angular degrees,
the retrieved model underestimates the power by a fac-

180W

135K

18CW 135W S0OW 45w

-15.0% -10.0%2 -5.0% 5.0%

Figure 12. (top) The Love wave phase velocity at 35 s
predicted from Mooney et al.’s [1995] model of the crust.
(bottom) The recovery of this model after synthesizing
observations corresponding to the actual path coverage,
adding realistic noise, and performing the damped in-
version. :

0.0%
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spherical harmonic degrees in the resolution test. (a)
Power of individual degrees in the model. Solid triangles
correspond to the input model; open ones correspond to
the retrieved model. (b) Correlation between the input
and retrieved models as a function of angular degree.

tor as high as 3. The correlation between input and
retrieved models is greater than 0.5 for I < 36. Since
we have fewer observations for Love waves at 35 s than
for any other inversion, we believe that this test pro-
vides a good indication of how well we recover the true
phase velocity variations in the Earth.

Discussion

Plate 1 and the corresponding spherical harmonic co-
efficients represent the primary results of our study. In-
terpretation of these results in terms of 3-D Earth struc-
ture will be presented elsewhere. Here we limit our dis-
cussion to (1) the discrepancy between our global, av-
erage phase velocities and those of PREM, (2) a com-
parison of our maps with the effects of crustal struc-
ture, and (3) comparisons with other recent studies of
intermediate-period global phase velocity variations.

Spherically Symmetric Term

The results of our study indicate that the spheri-
cal average phase velocities predicted by PREM require
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large corrections. Figure 14 shows the spherical average
perturbation for Love and Rayleigh waves at different
periods, calculated from the Ay term in the spherical
harmonic expansions. For Rayleigh waves around 50 s,
the correction required is about 0.8% which is nearly
half of the observed rms variation (Figure 14). We note
that the sign of the correction is the same as that ob-
served between data used to derive PREM and PREM
predictions [Dziewonski and Anderson, 1981]. However,
using these new data, the magnitude of the difference
is greater. While there are many possible explanations
for the observed discrepancy, we suggest that since the
Love wave data are fit quite well by PREM and the
Rayleigh waves are significantly faster than predicted,
the transverse anisotropy at the top of the mantle may
not be as strong as in PREM, where it reaches 5% just
below the Moho. Other explanations related, for ex-
ample, to the global average crustal structure, are of
course also plausible. In this article, we have not in-
cluded the spherically symmetric term in the calcula-
tions of rms values, variance reductions, or correlations
between models.

Effect of the Crust

In tomographic studies of the Earth’s mantle, surface
wave dispersion measurements and phase velocity maps
are commonly used to constrain upper mantle veloc-
ity variations. For this use, it is necessary to account
for crustal effects on the observations before inferring
from them the nature of the deeper structure. This is
commonly done by subtracting out the predicted effects
of an a priori crustal structure, often one which corre-
sponds to the average oceanic or continental crust. The
crustal signal is strong for shorter-period waves and de-
creases at longer periods. Since the rms variations in
observed phase velocities also decrease with increasing
period, it is not clear, however, that the relative size
of the crustal signal decreases with increasing period.
We use the model predictions based on Mooney et al.’s

) 1 1 1 1 T 1

spherical average i
w.r.t. PREM

0.8}~

0.6+ Rayleigh

8c/c (%)

O.ZF

0.0}

-0.2}- -

Figure 14. The spherical average phase velocity per-
turbation with respect to PREM for Love and Rayleigh
waves.
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[1995] crustal model, described above, to investigate
this relationship.

The correlation between observed phase velocities
and those due to the crust (Figure 15a) follows the ex-
pected trend of a greater effect at short periods and for
Love waves. The 0.83 correlation for Love waves at 35 s
shows that while Love waves, even at this period, have
some sensitivity to mantle structure, the observed vari-
ations are dominated by the crust. The good agreement
in the patterns of the “observed” and “predicted” maps
is also seen in the amplitudes of their rms variations;
the rms variation (Figure 15b) in the map predicted
from CRUST-5.0 is 4.48% and from the inverted phase
velocity maps is 3.91%. In addition, the rms gradient
of our model R = 78.5 is similar to the R = 91.0 we
find for the crustal model.

The correlation with the crustal model decreases with
increasing period, and for periods longer than 50 s for
Rayleigh waves and 100 s for Love waves, the correlation
is negative (Figure 15a). When we calculate the corre-
lation for continental regions only, it is seen to deterio-
rate faster with increasing period, so that for Rayleigh
waves, the correlation becomes negative at around 45 s,
presumably reflecting a lack of correlation between the
thickness of the continental crust and the seismic veloc-
ities of the underlying mantle.

Figures 15b and 15c compare the rms levels of our
phase velocity maps with those of the crustal model
riding on a spherically symmetric mantle. Also shown
is the rms variation of the residual model which is ob-
tained if the crustal phase velocity maps (as derived
from Mooney et al.’s [1995] model) are subtracted from
our observed maps. The level of heterogeneity seen for
Love waves is similar to that which we would expect
from the crust alone. Of course, because of the lack
of correlation at longer periods, there is a mantle sig-
nal in the observed maps, but it is not dominant. For
Rayleigh waves, the observed phase velocity variations
are greater than those due only to the crust, but it is
interesting to note that the level of variations is most
similar at the limits of our period interval. This sug-
gests that the details of the crustal correction that are
applied in tomographic inversions for 3-D structure are
important not only at short periods but also at 100 s
and greater periods.

Comparison With Other Studies

Several groups are pursuing research similar to that
presented here, and it useful to compare our results
with other published studies. At periods longer than
80 s, there exists a long history of global phase veloc-
ity models, but since many of the earlier studies have
been superseded by new and more complete studies, we
limit the comparisons to four recent studies: Trampert
and Woodhouse (1995, 1996], Zhang and Lay [1996], and
Laske and Masters [1996]. In particular, the two studies
by Trampert and Woodhouse are similar in scope to the
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Figure 15. (a) Correlation between our preferred L =
40 maps and the phase velocity maps calculated from
the crustal model of Mooney et al. [1995]. Both the
global value and the value for continental areas alone
are shown. (b) The observed rms value of Love wave
phase velocity variations compared with the predictions
from Mooney et al’s [1995] crustal model. The rms
value of the difference between observed and predicted
phase velocity variations is also shown. (c) Same as (b),
except for Rayleigh waves.

work presented here. Trampert and Woodhouse [1995]
applied an automatic algorithm to analyze the disper-
sion of a large number of surface waves and derived
global phase velocity maps expanded up to spherical
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harmonic degree [ = 40. A difference in the data used
between our studies is that Trampert and Woodhouse
[1995, 1996] used both minor and major arc arrivals,
while we use only the minor arc. We derive results
to 35 s period, while Trempert and Woodhouse’s [1995,
1996] shortest period is 40 s. In the inversion for phase
velocity maps, Trampert and Woodhouse regularized
the solution by minimizing the squared Laplacian, in
contrast to our choice of minimizing the squared gra-
dient. In their two papers, in 1995 and 1996, results
are presented for 40, 60, 80, 100, and 150 s periods
for Love and Rayleigh waves. The primary differences
between the two Trampert and Woodhouse studies are
the quality and quantity of data included in the inver-
sions and the level of damping. The 1996 results are
less damped and consequently rougher. Since our re-
sults are in better agreement with the earlier results,
we make comparisons with both studies. Zhang and
Lay [1996] derived phase velocity maps between 85 and
250 s using both minor and major arc data. We com-
pare our results with theirs at 100 s and 150 s. Laske
and Masters [1996] similarly derived maps between ~75
and 250 s. We compare our maps with theirs at 75, 100,
and 150 s.

Table 3 gives the rms and rms gradient values for
the various maps, and Table 4 summarizes their cor-
relations with our preferred L = 40 maps. For Love
waves at 100 and 150 s, the three maps by Zhang and
Lay [1996], Laske and Masters[1996], and Trampert and
Woodhouse [1995] correlate equally well with our maps.
No two maps from these three studies correlate better
than they do individually with our map. For Rayleigh
waves, our results have the best correlation with Laske
and Masters’s results. As can be seen, we have con-
sistently better agreement with Trampert and Wood-
house’s 1995 study than with the 1996 study.

The correlation of Trampert and Woodhouse's [1996]
Love wave map at 40 s period with ours is 0.80, sug-
gesting a relatively good agreement between the two
models. However, it is worth noting that we obtained
an almost equally good correlation (0.79) between our
map and that predicted from the a priori crustal model
(see Figure 15). Thus the correlation between the two
results is primarily due to the large-scale spatial pattern
of oceanic and continental crust, and there exist signif-
icant disagreements between the two maps concerning
smaller structures. Figure 16 shows the correlation be-
tween the two models for different angular degrees in
the spherical harmonic expansion. The correlations be-
tween the two models start to diverge for degrees as low
as ! =7, and while they remain positive for most angu-
lar degrees, they approach zero for the highest degrees.

We believe that, at shorter periods, our results offer
an improvement over the models of Trampert and Wood-
house [1995, 1996], based on two observations. First,
the reductions in variance reported by Trampert and
Woodhouse are low in comparison with what we obtain
in our study. For example, we obtain a variance re-
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Figure 16. Comparison of Trampert and Woodhouse’s
[1996] Love wave map at 40 s and ours. (a) Correlation
of individual spherical harmonic degrees. (b) Power of
the two models at degrees 1-40.

duction of 96% of our Love wave observations at 40 s
period, while Trampert and Woodhouse in their 1995
and 1996 studies report 86% and 77%, respectively. In
fact, the fits that their models provide to our data are
better (90% and 87%, respectively) than their reported
values. This, to us, provides a strong suggestion that
their raw measurements are significantly noisier than
ours and internally less consistent, perhaps suggesting
a problem with the measurement technique.

The second observation we make is that while in
many regions there is a striking similarity between our
two models, there are some areas where there is strong
disagreement, and we believe our result is more realistic.
Figure 17 shows a comparison between two Love wave
maps at 40 s for India and central Asia, a region which
contains the largest elevated plateau and the thickest
crust on Earth. These geological features are reflected
in our map by the extremely slow phase velocity across
Tibet and the continuous band of slow velocities along
the Alpine-Himalayan belt of thickened and tectonically
active crust. In Trampert and Woodhouse’s [1996] map
and similarly in their 1995 study, the Tibetan plateau
is not as prominent a feature, and it is cut and trun-
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Figure 17. Regional map showing the Love wave

phase velocity at 40 s period. (top) The map of Tram-
pert and Woodhouse [1996] and (bottom) our results.
In general, there is less correlation in the top map with
known crustal and tectonic structures, such as the thick
crust of Tibetan platform and the continent-ocean con-
trast around India. In other areas, for example, east of
100°E, the two models are extremely similar. The over-
all correlation between the two regional maps is 0.68.

cated by a fast anomaly at approximately 85°E. On the
basis of what is known about the crust and tectonics
for this region (see Figure 12), as well as the results
from tomographic studies [e.g., Bourjot and Romanow-
icz, 1992], it appears highly unlikely that Trampert and
Woodhouse’s fast anomaly is a real feature of the Earth.
The fact that southern Eurasia is quite well sampled by
crossing wave paths in both studies also suggests that
the differences are not due to limited resolution but are
instead due to errors in the measurements.

Conclusions

We have developed a new algorithm for making auto-
mated phase measurements of dispersed surface waves.
By insisting that the surface wave signal should have a
smoothly varying phase and amplitude and by anchor-
ing the dispersion curve at a period where there is no
ambiguity in the total phase, the new method yields
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robust measurements of phase for Love and Rayleigh
waves with periods as short as 35 s. It is noteworthy
that some of these phases exhibit phase delays or ad-
vances of as many as 10 cycles (£350 s). The potential
exists for applying this algorithm to higher frequencies
as well, which might be of particular use for analysis of
recordings at regional distances.

The systematic application of our algorithm to tele-
seismic data from the Global Seismographic Network
has yielded a very large database of dispersion and
amplitude measurements. By comparing results corre-
sponding to similar paths, we have been able to estimate
the uncertainties in our observations. These uncertain-
ties are useful, since without them it is easy to erro-
neously conclude that a given model provides a good
fit to the data based on a high variance reduction. For
example, one might be led to believe that the simple
regionalization GTR1 provides a good fit to shorter-
period surface waves since it reduces the variance by
65-85% (Figure 7). In fact, while GTR1 explains a
large fraction of the signal in the data at short periods,
primarily due to the large contrast between continental
and oceanic structures, the fit it provides to the obser-
vations is mediocre at all periods. Knowledge of the
approximate true uncertainties in our data also allowed
us to assess the resolution and recovery of true Earth
structures through a realistic synthetic test (Figures 12
and 13). Our conclusions differ substantially from those
of Ricard et al. [1996], who performed a similar test us-
ing the a priori model 3SMAC [Nataf and Ricard, 1996]
and a different path coverage. Ricard et al. [1996] ob-
tained a very low recovery of power in degrees greater
than 10 and only a 53% recovery of the signal for degree
3. They concluded, in agreement with some previous
studies [Mochizuki, 1993; Snieder, 1993; Nolet et al.,
1994], that the spectrum of lateral heterogeneity can-
not be deduced for degrees higher than 10 using global
surface wave tomography. In contrast, we obtain good
recovery of structures (Figure 13) to at least degree 20
and essentially complete recovery of the structure up
to degree 12. While we do underestimate the power of
higher order structures, this is not as severe a problem
as implied by the above authors. We agree, however,
that the best way to achieve better recovery of shorter-
wavelength structures is to include observations corre-
sponding to shorter paths, provided the difficulties of
making these measurements are overcome. In addition,
data which are more sensitive to gradients in the mod-
els, such as polarization angles and amplitudes, could
help improve the resolution of smaller-scale structures
[Laske and Masters, 1996].

A central contribution of this paper is the phase ve-
locity maps. These were derived using several simpli-
fying assumptions. First, we assumed that the phase
measurements could be interpreted using the unper-
turbed great circle path. Clearly, this assumption is
easily challenged, given the level of heterogeneity re-
trieved, for example, for 40 s Love waves in Tibet (Fig-
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ure 17). On the basis of ray-tracing experiments, we
do not believe that taking more accurate account of the
refraction caused by such heterogeneity will affect the
larger-scale features in our models. It is clear, however,
that for certain paths, such as those crossing Tibet or
grazing continent—ocean margins, the systematic bend-
ing of rays into slow areas may affect the mapping of
boundaries and smaller-scale features. Further research
is needed to investigate the potential bias introduced by
this simplifying assumption in specific areas.

A second important assumption is that the observed
dispersion can be explained by isotropic variations in
phase velocity. Several previous studies have concluded
that azimuthal anisotropy contributes significantly to
the observed variability in surface wave dispersion, in.
particular, for Rayleigh waves traversing oceanic litho-
sphere [e.g., Forsyth, 1975; Tanimoto and Anderson,
1985; Nishimura and Forsyth, 1988; Montagner and
Tanimoto, 1990]. With the database collected in this
study, we are currently investigating the effect of az-
imuthal anisotropy. Like previous investigators, we find
that the main difficulty lies in distinguishing between
isotropic and anisotropic heterogeneity in areas with
poor path coverage. Results from this investigation
will be presented elsewhere. Here it suffices to say that
the good fit to the data that can be achieved with-
out accounting for anisotropy suggests that anisotropy,
while probably important in certain regions, remains a
second-order effect when considering a global data set.

Notwithstanding the need to investigate further the
limitations of the simplifying assumptions employed in
our inversions, the phase velocity maps derived here
provide very good fits to the global data set we have
collected. The maps can therefore also be used to pre-
dict the phase of teleseismic surface waves, something
which will be useful for earthquake studies. The most
important use for these maps and the dispersion data
is, however, in the determination of the 3-D structure
of the upper mantle. Preliminary analysis of our data
set in the development of a model expanded up to de-
gree 20 in the upper mantle [Ekstrém and Dziewonski,
1995, 1996] indicates that our measurements of Love
and Rayleigh wave dispersion are consistent with pre-
vious data sets but that they require higher amplitudes
of lateral heterogeneity in the shallowest mantle than
seen in previous Harvard mantle models [e.g., Su et al.,
11994].

The experiments described above have shown that
the crustal signal in the phase velocity maps is signif-
icant and that it must be adequately removed before
inferring the structure of the uppermost mantle. While
Mooney et al’s [1995] model clearly gives a better pic-
ture of the global crust than any we have had previously,
the differences between Figures 12 and 17 appear to be
difficult to explain without adjustments to the crustal
structure. A future inversion of our data which simulta-
neously adjusts both crustal and mantle 3-D structure
therefore seems most desirable.
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